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|. CALCULATOR STATISTICS

Professionals from many fields could make better decisions using statistics — but they have
needed a way to make it easy. In the past, the use of statistics required tedious manual calcu-
lations or access to expensive computers. But those days are gone forever. Because now, our
programmable calculators with their Solid State Software™ libraries place these powerful tools
literally into the palm of your hand!

Students, you too can benefit from this library by using it as a valuable learning aid. Don't
expect your calculator to replace classroom instruction and self study. But you can use it to
gain considerable experience in the practical use of statistics without becoming bogged down
in complicated calculations.

No programming skill is needed. However, even though special care has been taken to make
this library easy to read and understand, a basic knowledge of statistics is expected. Those of
you needing a brief review may find Tl's publication, Calculating Better Decisions, to be help-
ful. This text may also help you to extend the capabilities of this library by designing your
own programs if you wish.

USING THIS LIBRARY

Your calculator contains a removable So/id State Software module which places a large library
with a variety of programs at your fingertips the instant you turn the calculator on. Each
Solid State Software module contains up to 5000 program steps. Within seconds, you can
replace the Master Library Module with an optional module, ranging from Applied Statistics
to Aviation, to tailor your calculator to solve a series of professional problems with minimal
effort. Your Solid State Software library does not take up valuable memory space needed for
your own programs. In fact, you can call a library program as a subroutine from a program of
your own without interruption.

The library programs are discussed in the order that you will need them as each section in
this manual is designed to correspond to one of several steps leading to efficient problem
solving.

Program documentation includes a complete description of each program and a brief explana-
tion of how the programmed techniques may be applied. The primary reference point for
each program is the User Instructions. These instructions are also available for you in the
handy pocket guide furnished with your library. When you first run a program, study the
program description and complete the sample problems to help you understand the full capa-
bilities and limitations of the program.

*Trademark of Texas Instruments
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CALCULATOR STATISTICS

1. SAMPLE
DESIGN

I1I. DATA
ENTRY

v

IV. DATA
EVALUATION

A 4

V. MODEL
FITTING

'

VI. THEORETICAL
DISTRIBUTIONS

Section 11 helps you to design and collect
your sample. A program used to generate
random numbers is of special interest here.

Seven programs are described in this section.
They are used to enter and organize your
data for use by other programs and any
other purpose you can think of.

Now that you have gathered your data you
are ready to put it to work. This section
describes various programs used for making
statistical tests.

You may often find the need to fit your data
to a model. This section includes a program
that compares a theoretical histogram to

your data to help you determine the shape of
your sample distribution. Various curve
fitting procedures are also described.

The programs described in this section are
provided to help you evaluate your test
statistic and determine whether to accept
or reject your hypothesis.
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CALCULATOR STATISTICS
REMOVING AND INSTALLING MODULES

The Master Library module is installed in the calculator at the factory, but can easily be re-
moved or replaced with another. It is a good idea to leave the module in place in the calcula-
tor except when replacing it with another module. Be sure to follow these instructions when
you need to remove or replace a module.

CAUTION

Be sure to touch some metal object before handling a
module to prevent possible damage by static electricity.

1. Turn the calculator OFF. Loading or unloading the module with the calculator ON
may cause the keyboard or display to lock out. Also, shorting the contacts can
damage the module or calculator.

2. Slide out the small panel covering the module compartment at the bottom of the
back of the calculator. (See Diagram below.)

3. Remove the module. You may turn the calculator over and let the module fall out
into your hand.

4. Insert the module, notched end first with the labeled side up into the compartment.
The module should slip into place effortlessly.

5. Replace the cover panel, securing the module against the contacts.

Don’t touch the contacts inside the module compartment as damage can result.
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CALCULATOR STATISTICS
RUNNING SOL/D STATE SOFTWARE PROGRAMS

The Statistics Library contains a variety of useful programs. To help you get started in using
the Solid State Software programs, install your Statistics Library Module and follow us through
a couple of brief examples.

First of all, to eliminate any possibility of having any pending operations or previous results
interferring with your current program, turn your calculator off for a couple of seconds, and
back on again. This off/on sequence is the assumed starting point for each example problem in
this manual. Now press the key sequence [2nd] [Pgm] [0] [ 1] [SBR] [ =] to call and
run the “diagnostic”” program. Notice the display goes blank except for a faint L " at the

far left which indicates that calculations are taking place. After about 15 seconds, “2.” will
appear in the display. This displayed number indicates that the Statistics Library Module is
installed in the calculator and that the calculator and module are operating properly. If the
display is flashing after the diagnostic, refer to “In Case of Difficulty” in the SERVICE
INFORMATION Appendix of the Owner’s Manual.

The diagnostic program is a highly specialized one that works internally to check the operation
of your software library. Once you're sure things are working, you can continue with another
program in the library. A complete description of this program is found at the end of this
section.

Suppose that you need to know the area under the standard normal curve between z = —1.96 and
z2=1.96. Look through the nonmagnetic black and gold label cards* and find card ST-19 titled
NORMAL DISTRIBUTION. Insert this card in the window above the top row of keys on

your calculator. You can now see that the area under the curve from negative infinity to z,
P(z), may be found by pressing the [ B ] key. Now to solve the problem:

ENTER PRESS DISPLAY COMMENTS
[2nd] [Pgm] 19 Call Program 19
1.96 [B] 9750021748 P(1.96)
(-1 9750021748
1.96 [+/-] [B] 0249978252 P(—1.96)
[=] .9500043497 Area

If you have the optional PC-100A printer** you may obtain a record of any input and output
data that you wish. Many of the programs in this library include instructions for printing data.
Data that is printed is marked by a dagger ““T"" in both the User Instructions and the examples.
You may print anything else you wish by pressing [2nd] [Prt] when it appears in the display.

To use the printer, mount your calculator on the PC-100A using the Calculator Mounting proce-
dure in the PC-100A Owner’s Manual. The switch called out in Step 2 should be set to “OTHER"
for your calculator. Always turn the calculator and printer off before mounting or unmounting
the calculator.

*The cards are supplied in a prepunched sheet. Carefully remove the individual cards from the sheet and insert
them in the card carrying case for convenient storage.
**Note: The T| Programmable 58 and T| Programmable 58 will not operate on the PC-100 print cradle.
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CALCULATOR STATISTICS

Before you begin using the Statistics Library programs on your own, here are a few things to
keep clearly in mind until you become familiar with your calculator.

1. Press [CLR] before running a program if you are not sure of the status of the calculator.
(To be completely sure of calculator status, turn it off and on again — but remember
that this clears the program memory.)

2. There is no visual indication of which Sol/id State Software program has been called.
If you have any doubts, the safest method is to call the desired program with [2nd]
[Pgm] mm, where mm is the two-digit program number. The calculator remains at
this program number until another program is called, [RST] is pressed or the calcula-
tor is turned off.

3. A flashing display normally indicates an improper key sequence or that a numerical
limit has been exceeded. When this occurs, always repeat the program sequence and
check that each step is performed as directed by the User Instructions. Any unusual
limits of a program are given in the User Instructions or related notes. The In Case
of Difficulty portion of Appendix A in the Owner’s Manual may be helpful in
isolating a problem.

4. Some of the Solid State Software programs may run for several minutes depending on
input data. If you desire to halt a running program, press the [RST] key. This is
considered as an emergency halt operation which returns control to the main memory.
A program must be recalled to be run again.

USING SOLID STATE SOFTWARE PROGRAMS AS SUBROUTINES

Any of the Solid State Software programs may be called as a subroutine to your own program in
the main memory. Either of two program sequences may be used: 1) [2nd] [Pgm] mm (User
Defined Key) or 2) [2nd] [Pgm] mm [SBR] (Common Label). Both send the program control
to program mm, run the subroutine sequence, and then automatically return to the main pro-
gram without interruption. Following [2nd] [Pgm] mm with anything other than [SBR] or a
user-defined key is not a valid key sequence and can cause unwanted results.

It is very important to consider the Program Reference Data in Appendix A for any program
called as a subroutine. You must plan and write your own program such that the data registers,
flags, subroutine levels, parentheses levels, T-register, angular mode, etc., used by the called sub-
routine are allowed for in your program. In addition, a Register Contents section of each program
description provides a guide to determine where data is or must be located to run the program.

A sample program that calls a So/id State Software program as a subroutine is provided in the
PROGRAMMING CONSIDERATIONS section of the Owner’'s Manual.

If you need to examine and study the content of a So/id State Software program, you can down-
load as described in the following paragraph.
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CALCULATOR STATISTICS

DOWNLOADING SOL/D STATE SOFTWARE PROGRAMS

If you need to examine a Solid State Software program, it can be downloaded into the main
program memory.* This allows you to single step through a program in or out of the learn
mode. It also allows using the program list or trace features of the optional printer. The only
requirement for downloading a Solid State Software program is that the memory partition be
set so there is sufficient space in the main program memory to receive the downloaded pro-
gram. The key sequence to download a program is [2nd] [Pgm] mm [2nd] [Op] 09, where
mm is the program number to be downloaded. This procedure places the requested program
into program memory beginning at program location 000. The downloaded program writes
over any instructions previously stored in that part of program memory. Remember to press
[RST] before running or tracing the downloaded program.

If you own a T Programmable 59 the partitioning established when you turn your calculator
on is sufficient to download any program in this library. If your calculator is a Tl Program-
mable 58, see Appendix A to determine if you need to repartition your calculator after
powering up to download the program you want to examine. Programs which are no longer
than 240 steps may be downloaded with the calculator set at the initial partitioning. For
longer programs use the key sequence shown on the right to repartition your calculator
according to the length of the program you want to download.

Key Sequence

o (Needed for 58 Only)
241 - 320 2 [2nd] [Op] 17
321 - 400 1 [2nd] [Op] 17
401 - 480 0 [2nd] [Op] 17

ADDITIONAL NOTES

While every effort has been made to ensure the accuracy of these programs, in the final analy-
sis, you must assess program results in light of all available information. Program output that
clearly doesn’t square with other data should be treated with caution. Your programmable
calculator, as a powerful computational instrument, can relieve you of much drudgery. But it
can never relieve you of the obligation to exercise your own judgment.

NOTATION
The following list is provided to acquaint you with the notation used in this manual.

mean of total population or theoretical distribution

u -
X - sample mean

o - standard deviation of total population or theoretical distribution
s - sample standard deviation
g? - variance of total population or theoretical distribution

*Unless the library is a protected, special-purpose library.
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CALCULATOR STATISTICS

(%]

sample variance
standard error of estimate based on sample
degrees of freedom
correlation coefficient
r? - coefficient of determination
F(x) - continuous distribution function
F(k) - discrete distribution function
f(x) - continuous density function
f(k) - discrete density function

Pr - probability statement

n - sample size

N - population size

ﬂtm}w
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John Wiley and Sons, Inc., New York, 1966
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CALCULATOR STATISTICS
STATISTICS LIBRARY DIAGNOSTIC PROGRAM

This program performs the following functions separately.

1. Diagnostic/Library Module Check

2. Linear Regression Initialization

DIAGNOSTIC/LIBRARY MODULE CHECK

This routine checks the operation of your calculator and most of its functions, including con-
version and statistics functions that are preprogrammed in the calculator, trigonometric func-
tions, data register operations, program transfers, and comparisons. It also uses other Statistics
Library programs to verify that the module is connected and operating correctly. If this diag-
nostic routine runs successfully, in approximately 15 seconds the numeral 2. is displayed. If
the calculator is attached to a PC-100A print cradle, the following is printed:

_—

STATISTICS
2.

. ————————————— —

If there is a malfunction in the calculator or the Solid State Software module, a flashing num-
ber is displayed. Refer to Appendix A of the Owner’s Manual for an explanation of the vari-
ous procedures to be followed when you have difficulties.

When you simply want to know which of your Solid State Software modules is in the calcula-
tor without physically looking at it, you can call the Library Module check portion of the
routine directly. If the Statistics Library Module is in the calculator, the number 2. is dis-
played. This number is unique to the Statistics Library (other optional libraries use other
identifying digits).

LINEAR REGRESSION INITIALIZATION

This routine initializes the calculator for linear regression by clearing registers Ry, through
Ros and the T-register. It should be used whenever linear regression or other built-in statistics
functions are to be started. You can also use the routine at any time to clear these registers
selectively without disturbing any other registers.

1-8



CALCULATOR STATISTICS

{® Solid State Software  TI ©1977

STICS LIBRARY DIAGNOSTIC ST-01

DIAGNOSTIC =

LINEAR REGRESSION INITIALIZATION: [S88] [CLR]

STEP PROCEDURE ENTER PRESS DISPLAY

Diagnostic/Module Check

1a Select Program [2nd] [Pgm] 01

1b Run Diagnostic [SBR] [=1 2

or

Tc Library Module Check [SBR] [2nd] [R/S] 2.2
Initialize Linear Regression

2a Select Program [2nd] [Pgm] 01

2b Initialize Linear Regression [SBR] [CLR] 0.

NOTES: 1. This output is obtained if the calculator is operating properly

2. The number 2 indicates the Statistics Library.

3. The Statistics Library programs are numbered 1 through 22. Program number O is the
calculator’s program memory.

Register Contents

Roo Ros LR Init Rio Ris R0 Ras
Ro: LR Init Roe LR Init Ry R & Ry R.e
Ro2 LR Init Ros Ri2 Ris Ra. R,
Ros LR Init Ros Ris Ris R.s Rag
Ros LR Init Roe Used Ria Rio Ras Ra.e

19



CALCULATOR STATISTICS

Example 1:

Diagnostic

PRESS

[2nd] [Pgm] 01
[SBR] [=]

Example 2:
Library Module Check

PRESS

[2nd] [Pgm] 01
[SBR] [2nd] [R/S]

Example 3:

Initialize Linear Regression
PRESS

[2nd] [Pgm] 01
[SBR] [CLR]

DISPLAY

DISPLAY

DISPLAY

OPTIONAL
PRINTOUT

STATISTICS
2

OPTIONAL
PRINTOUT

STATISTICS
2.



II. SAMPLE DESIGN

For reasons of economy most statistical projects begin with the design of a sample from which
the characteristics of a population are to be estimated. Selecting a good sample is probably the
most important step in the designing of your experiment. Some constraints, such as cost and
time limitations, may be beyond your control. However, factors you can control such as how
many members of the population should be sampled and which members you should include in
your sample, must be carefully determined. Your calculator may be used as a valuable aid in
making these decisions.

SAMPLE SIZING

If a sample is random, the precision of population parameter estimates are related to sample
size by the equations shown in Table 2.1. You may use these equations to determine a sample
size that should give you the precision you need in your estimation.

When using any of the methods outlined in Table 2.1 you must first make an initial estimate
of the population parameter indicated in the center column. This estimate may be based on
theory, judgment, prior data, or pilot samples. The next step is to use your estimate of this
parameter in the formula on the right to find the standard error of the estimate, 5. To deter-
mine how large your sample needs to be, simply evaluate s for increasing sample sizes until
this value is reduced to a satisfactory level. Then once you have found an appropriate sample
size, you may take a sample and use the formula on the left to estimate the indicated param-
eter. (Note that n represents the sample size while N is the population size.)

Table 2.1
Method of Estimating Formula for Estimating
Purpose of Sample Sample Size Sample Size
Estimate’s a population’s Estimate the population's standard devia- . G n
mean as tion by any method you desire. Then use $=+f (1 - ﬁ)
. - l n this estimate and the equation on the right
By =¥ =4y i ;‘): 1Y to find a sufficient sample size as described
above.
Estimate a population’s Same as the above. A N2G? n
total value Y as i n (1 i N)
aCe L
Y = Ny
n T
Estimate the ratio of Take a small pilot sample and make an % 1—n/N : 21 (yi — Rx;)
- S . — = P
two population values initial estimate of R as R = x/y. Then S:= = —1
X and Y as use this value and the formula on the Fs =
right to determine an appropriate
ﬁ =x/y. sample size as described above.

(continued on next page)
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SAMPLE DESIGN

Purpose of Sample

Estimate the proportion of
a population possessing an
attribute A as

T el
P=y.

Estimate p, indirectly
through linear regression

Ty (i) =V * blux—X)+e

Where u, is known and

b is the estimate of the
change in y when x is
increased by 1. (A popu-
lation’s total value Y
may be estimated as

Ca ~

o= Nlu\.r[lr‘i‘]-

Example:

Method of Estimating
Sample Size

Assuming y; = 1 if it possesses an attri-
bute A and y; = 0 if it does not, take
a small pilot sample and let p equal V.

Then use p in the equation on the right

to determine how large of a sample is
needed as described above.

Take a small pilot sample and esti-
mate Ue as

e 1
Ye = n—1_i

Then use this result and the equation
on the right to find a sufficient sample
size as described above.

4=

1

[y;—Y)—b(xi=x)1? |

Formula for Estimating
Sample Size

L N—n
Si= ({ﬁm) p(1 —p)

If the x's are normally distributed:

N TR
= A {4 n—3
Otherwise:

A2

(0] e i s
?:\/—e(‘|-i-—+— )

n n a2

where Sk is the measure of the
relative skewness of the distribu-
tion of the x's.

As an educational administrator, you want to know how many students would attend a new
school supporting a district of 500 households. You would like to survey a minimum number of
homes to determine the average number of students eligible per home and multiply by 500 to
obtain your estimate. Your estimate should be accurate within 30% at a 95% confidence level
(within about 2 standard deviations). That is, the standard error of your estimate should be less

than .15 X 2 X 500 = 150.

From Table 2.1 we see that

where:

=V IN*52/n)(1 — n/N)

= the standard error of the estimate (< 150 is desired),

s
N = the population size (500 households),
n

= the sample size (to be determined),

o = the population standard deviation (estimated below).

From prior experience you know that more than 6 students in a family is very rare and that most
families have only 2. Since population extremes are usually no more than 2.5 standard deviations
from the mean you may estimate the population standard deviation as

~ —_—
o= Kiex

2-2
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SAMPLE DESIGN

Now program your calculator with the first equation and determine s for various sample sizes.
You may use the sequence shown below.

[2nd] [CP] [1] (020) [RCL]
[LRN] {B1ays 1=l ]
(000)  [2nd] [Lbl] [6] Hon|
[A] [ x* [5]
[STO] [+] [0]
[L0i T [RCL] (025) [0]
[5] (a5 i 1 k)i
(005) [0] [X] [=]
[0] [(] [vX]
[x*] [1] [R/S]
e8| [—] (030} [LRN]
ENTER PRESS DISPLAY
15 [A] 203.437132
20 [A] 175.2712184
25 [A] 155.9487095
30 [A 141.6097925

A sample size of 25 yields an adequate value of 5.

SAMPLE SELECTION

You now need to determine which members of the population should be included in your sam-
ple. Your sample should be randomly selected to avoid accidental bias. The Random Number
Generator Program at the end of this section is designed to help you here. Simply generate 500
random numbers between 0 and 1 using this program and assign one number to each household
in the district. Now, since you want to sample 5% of the population (25 households out of 500),
include only those households to which you assigned a number that is less than or equal to
0.05.

SAMPLE EVALUATION
Suppose that the sample selected above yielded the following sample of students per family:
e v D LI [N i o | i e T 6 i S5 Lo Wi e s | [ 20 (DS ER 0 i 0 )
Based upon this data you may now reestimate the population mean and standard deviation as
1.52 for the mean and about 1.23 for the standard deviation. You may use either the statis-
tical functions built into your calculator or the Means and Moments Program in Section 1V, to

perform these calculations. (The answers given above were found using the built-in features
[2nd] [ X ] and [INV] [2nd] [ X ].)

As the resulting estimate of the standard deviation is within the limits we established earlier
you may now estimate the number of students in the district as 1.52 X 500 = 760.
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SAMPLE DESIGN

STRATIFIED SAMPLING (/mproving Sample Sensitivity)

Recall from the sample sizing formula that if a population has a large intrinsic variance, it
takes many sample points to estimate its parameters. In many cases, you may be able to
separate a population into subgroups which have differing variability. You should then collect
more data from the groups with high variability where you need it the most. This technique
is known as stratified sampling. You may use it to obtain a more exact estimate of the popu-
lation mean than you can find by using a simple random sample. When using this technique,
you should make the number of data points collected in each subgroup or strata proportional
to the population of the subgroup and the size of its variance.

Example:

Suppose that in the previous example you decided that you didn’t have time to survey 25
households. However, using a simple random sample with fewer points wouldn’t give you the
needed accuracy. But, based upon the wealth and birthrate patterns in the school district you
were able to break the population into two strata as shown in Table 2.2.

Table 2.2
Per Cent of Data
Population (N) Std Dev (o) NX o Points Allocated
Low Income Families 250 1.5 375 75%
High Income Families 250 0.5 125 25%
Total Population 500 1.0 500 100%

The next step is to use the following equation (see Table 2.1) to determine the size of your
sample. Remember, you want the standard error of your estimate to be less than 150.

$2 = (N*o®/n){1—n/N).

Table 2.3
Low Income High Income District Precision
Sample Sample Sizes Variance /s\|_2 Variance /s\Hz Variance s> )
| 19+6=25 6,839 2,542 9,381 97
1 12+4=16 11,156 3,844 15,000 122
11 9+3=12 15,063 5,146 20,209 142
v 7+2= 9 19,627 7,750 27,277 165

24



SAMPLE DESIGN

Sample 11l presents the best combination of precision and economy of the experiment.
Note that since the strata are independent the district variance is simply the sum of the
strata variances.

You may now use the Random Number Generator Program to choose the households for your
survey and estimate the number of students in the district as in the last example except that
only 9 of the 250 low income and 3 of the 250 high income families need be included.

MONTE CARLO SIMULATION (Synthetic Sampling)

There are experiments in which you cannot obtain a particular set of data by directly sampling
the population. However, if partial data is available you may be able to predict or synthesize
sample points.

Example:

The school board is considering going to a new policy of charging for textbooks on a per
capita cost recovery basis. However, there is some concern that the cost may be too high for
large families. Due to this concern, you have been asked to determine what proportion of
families with children in school will have to spend over $250 for books.

This task may appear difficult at first because the students have no idea of what their books
will cost. As a result, you cannot obtain data for your estimate by simply sampling the popu-
lation. But what do you know about the situation? Based on your experience as a school
administrator you know how much you've had to spend on books for your students in the
past. Using this knowledge you may estimate the distribution of your population. Let’s assume
that you estimated costs per student to be normally distributed with a mean of $100 and a
standard deviation of $35.

Now, with this information at hand, you may use Monte Carlo simulation to predict your
data points. Assign each student in your original sample (See Sample Evaluation.) a charge by
using the Random Number Generator Program and the parameters estimated above to generate
normally distributed charges. Suppose that the following data resulted from this process.
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Table 2.4
Individual Payment per Student Family

$ 1 2 3 4 5 Payment
1 62 104 59 - - 225
2 108 132 129 28 - 397
3 94 - - - - 94
4 62 - - - - 62
5 112 - - - - 112
6 63 = - - - 63
7 76 - - - - 76
8 134 110 - - - 244
2] 65 180 - - - 245
10 85 - - - - 85
Family 11 49 90 128 127 53 447
12 79 102 - - - 181
13 58 - - - - 58
14 98 117 63 - - 278
15 97 78 - - - 175
16 74 89 - - - 163
17 79 - - - - 79
18 69 = - - - 69
19 69 108 - - - 177
20 80 - - : s 80
21 138 - - > - 138

From Table 2.4 you can see that 14% (3 of 21) of the families will have to pay more than
3250 for books. Note that families without children are not considered in this example.

RANDOM NUMBER GENERATOR PROGRAM

This program generates sequences of uniformly or normally distributed random numbers. To
use this program, simply enter a seed number (0 to 199017), select the distribution, and enter
its parameters.

For uniformly distributed random numbers, enter the upper and lower limits of the range you
desire. Uniformly distributed random numbers are then generated using the following formula.

X.+1 = [(24298x; + 99991) mod 199017] (Xmax — Xmin /199017 + Xpin
where x, is your seed.

If you choose to generate normally distributed numbers, enter the mean and standard devia-
tion that you want the generated numbers to have. Each random number is then generated
by first generating a pair of uniform random numbers (u,, u,). The normally distributed
random number is then found by

x =+/=2 In u,; cos(2ru,)o + pu.

As an added feature, this program uses the [2nd] [Z+] instruction to compile statistical

data and allow you to compute the actual mean and standard deviation of the generated num-
bers. Also, subroutine [D.MS] may be used to generate uniformly distributed random num-
bers on the interval (0, 1) at any time. However, the statistical data feature does not apply to
this routine.

2-6



7 i TI ©1977

d@ Solid State Software

RANDOM NUMBER GENERATOR ST-02

X in [ M

STEP PROCEDURE

Select Program
Initialize

3 Enter random number seed
(0 < Seed =< 199017)
For Uniform Distribution
Enter lower limit

5 Enter upper limit
Generate random number'
(Repeat Step 6 as needed)
For Normal Distribution
Enter desired mean

8 Enter desired standard deviation

2] Generate random number’
(Repeat Step 9 as needed)
For Either Distribution

10 Compute actual mean of
generated numbers

14 Compute actual standard
deviation of generated numbers

12 Display number of random
numbers generated

For Range of (0, 1)

13 Generate random number’
(Repeat Step 13 as needed)

NOTES:

Register Contents

-

Roo Ros Zx? Rio
Ror 2y Ros XXy Ri
Ro2 Zy? Ros Riz
R:J} n Rns Ri_‘
Ros =X Ros Seed Ria

ENTER

Seed!

Xmin

+
Xmax

1. Only the first five digits may be considered random.
T Printed when PC-100A is used.

Used
Used

Xmins M

X a

maxr

2-7

Heneie TR
HLARTLIR RS

PRESS

[2nd] [Pgm] 02
[2nd] [E']
[E]

[A]
[B]
(C]

[A]
[B]
[D]

[2nd] [ X ]
[INV] [2nd] [X]

[RCL] 03

[SBR] [2nd] [D.MS]

Ris R0
Rln R2J
RI‘.‘ R22
th R23
R19 R'.‘_-'l-

SAMPLE DESIGN

DISPLAY

No Change
0.
Seed

Xmin
><f'l'lij}(
Random
Numbert

U
0

Random
Number?

Random
Number

R')q
Re

217

Ras

R,



SAMPLE DESIGN

Example:

Compute five uniformly distributed random numbers on the interval (1, 10). Use .32 as your
seed.

ENTER PRESS DISPLAY COMMENTS
[2nd] [Pgm] 02 Select Random
Number Program
[2nd] [ E'] 0. Initialize
.32t [E] 0.32 Seed
1.1 [A] i Xritn
10.T [B] 10. Ml
[C] 5.873417 Random No.
[C] 7.346351 Random No.
[C] 3.59111 Random No.
[C] 1.635311 Random No.
e 9.053291 Random No.
Example:

Compute five normally distributed random numbers with desired mean 5.84 and standard
deviation 2.12. Also find the actual mean and standard deviation of the generated numbers.
Use 1 as your seed.

ENTER PRESS DISPLAY COMMENTS

[2nd] [Pgm] 02 Select Random
Number Program
[2nd] [ E'] 0. Initialize
1t [E] 1 Seed

5.841 [A] 5.84 H

2.121 [B] 2.12 a
[D] 7.8171433% Random No.
[D] 7.290557451% Random No.
[D] 3.0755429231 Random No.
[D] 5.109539381% Random No.
[D] 3.323206704T Random No.
[2nd] [X ] 5.323197952 X
[INV] [2nd] [X ] 2.190196047 s
[RCL] 03 5. n

t Printed when PC-100A is connected.
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The programs described in this section are used as general input and storage routines to allow
various data evaluation, model fitting, and testing procedures to be applied without the labor
of data reentry. Besides collecting the data in an organized fashion, these routines generate

commonly used intermediate results. Separate routines are used to assimilate data for various
data storage formats as illustrated in Table 3.1. See Table 3.2 for the limits of the raw data

base.
Table 3.1a — Intermediate Data
Pgm 03 Pgm 04 Pgm 05 Pgm 06 Pgm 07
Univariate Data Bivariate Trivariate | One-Way Two-Way Histogram
Register Ungrouped Grouped Data Data AOV Data AQOV Data Data
00 Used Used Used Used Used Used Cell No.
01 Zy zy PIPITS Rows Xormin
02 Ty? PAVE s Columns Width
03 n =f Ny n n n n
04 2 Zfx b3 X Zx ZX Zx
05 Tx? Sfx? x? Zx? Ex? o’ Zx?
06 Used Used Txy zxy Mean Mean Cell 1 Cnt
07 ox3 Tfx? Zx3 i Variance Variance Cell 2 Cnt
08 x? TEx? Zx? Last z Used Used s
09 Last x Last x Last x Last x zn
10 1 Last f Last y Last y Z(Zx)%/n
11 X mxf Ix’y Exz Used
12 Low x Low x Z(x -y) Tyz Zxi
13 High x High x Zix -y)? >z’ ZXi2
14 Mid x Mid x S(x - y)?/y | Used
15 2% Xiaq ZX%: Xy Ny
16 Zixi+r - Xi) | Zlxisq - x50 | Zy3 (See Note)
17 Z1/x f/x Ty? : Cell 12 Cnt
18 Used Used Last x
19 Zxic Cells
20 ZXI]
21 ZX2j
22
23
24
25
26 Used Used Used Used Used Used
27 z Count ZXRj
28 Used Used y Count y Count i Count i Count Used
29 x Count x Count x Count x Count | j Count j Count x Count
NOTE: For Two-Way AQOV Data the actual sums stored in registers Ry, —R,4 will vary depending

upon the number of rows and columns that your data requires. If R + C is less than 16 then
registers R{;2+r+c)—R27 are not used.
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Table 3.1b — Raw Data

Pgm 03 Pgm 04 Pgm 05 Pgm 06 Pgm 07
Univariate Data Bivariate Trivariate | One-Way Two-Way Histogram
Register Ungrouped Grouped Data Data AOV Data AOQOV Data Data
30 Pointer Pointer Pointer
31 X Pointer Pointer X1 X1
32 X2 X1 X1 Pointer X2 X1
33 X3 i V1 X X3 X3
34 Xa Xa X2 " X4 Xq
35 X5 s Va Z, X5 X5
36 X X3 X3 Xa X Xg
37 X7 f3 Y3 Y2 X7 X7

As you can see, the data base is divided into two sections. Registers Ry — R,s make up the
intermediate data base. This is where information for use in other programs is stored. The
real advantage of this system is the fact that you may also write your own programs to use
this intermediate data in any way you wish.

The raw data base is not used by any other program in this library except the Rank-Sum Tests
Program. However, you may use it to great advantage. One feature of the data entry programs
is that there are two ways to accumulate or compile intermediate results in the intermediate
data base.

e As you enter raw data from the keyboard it is stored in the raw data base and
compiled in the intermediate data base at the same time.

e If your raw data has already been stored you can compile the intermediate data
base using a single user-defined key. The advantages of this feature are described
below.

Naturally, the first time you enter a collection of data you must use the keyboard method.
But what if you would like to use this same data again later? With the T| Programmable 59
you can record your raw data on magnetic cards. Then, when you come back to your calcu-
lator, all you have to do is read the data cards and compile the intermediate data base using
the second method. Now, suppose that you make a wrong data entry. How do you correct it?
The answer is simple if you follow these easy steps. (Detailed procedures are found in the
user instructions.)

1. Delete the bad data from the raw data base.
Reinitialize the intermediate data base.

Compile a new intermediate data base from the raw data base.

g i

Enter the correct data and continue entering new data.
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Each program uses an initialization routine to set a raw data pointer and prepare the data base
for input. These initialization routines also partition the calculators storage area to:

e 480 program locations and 60 data registers in the Tl Programmable 59.

® Zero program locations and 60 data registers in the T| Programmable 58.

This provides up to 29 registers for storing raw data. With the Tl Programmable 59 you may
repartition the storage area to allow as many as 69 registers for raw data storage. Naturally,
if you need more program memory space, you may repartition the calculator to allow as few
as 40 data registers for the entire data base. To repartition your calculator simply press

n [2nd] [Op] 17. This sequence gives you n X 10 data registers. See your owner’s manual
for a complete explanation of partitioning.

If you fill the raw data base in either calculator the display flashes when you attempt to enter
additional data. If you wish to record this data on magnetic cards you may do so at this time.
Then, to enter additional data, reposition the raw data pointer and write over the raw data
base with new data. The user instructions detail how this is done. Note, however: that the old
raw data is lost unless it is first recorded on magnetic cards.

The following list illustrates the data entry routines required by the programs in this library.
Programs that are not listed have their own data entry routines or call one of the data entry
routines themselves.

Program Data Entry Routine
Means and Moments (ST-08) Univariate Data (ST-03)
Histogram Contruction (ST-09) Histogram Data (ST-07)
Theoretical Histogram (ST-10) Histogram Data (ST-07)
t-Statistic Evaluation (ST-13) Bivariate Data (ST-04)
One-Way AOV (ST-156) AQOV Data (ST-06)
Two-Way AOV (ST-16) AQV Data (ST-06)
Rank Sum Tests (ST-17) Bivariate Data (ST-04)
Multiple Linear Regression (ST-18) Trivariate Data (ST-05)

See the discussions of the programs on the left for data entry examples.
DATA ENTRY NOTES
The following notes apply to all Data Entry programs.

1. Initialization affects only the intermediate data base and the raw data pointer. The raw
data base is not disturbed. However, you may want to clear these registers using the
[CMs] key before initialization (check partitioning). Initialization also provides 60 data
registers as described earlier.

2.  The calculator ignores data entered after the raw data base is filled. This condition is
indicated by a flashing display. You may determine how many pieces of data you can
store in the raw data base using the following table. This table gives the upper limit
of complete sets of data that may be stored for the indicated partitioning.

3-3
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Table 3.2.

Partitioning (n)

Upper Limit of Data 4 b 6 7 8 9 10

Univariate Data (Ungrouped),
Analysis of Variance Data, Xg X19 X239 X39 X119 Xs59 X609
and Histogram Data

T Xa Xg X14 X19 X24 X29 X34
Univariate Data (Grouped) ¢

fa fo fia fio f2a 29 fag

S X4 Xa X14 X19 X24 X29 X34

Bivariate Data i

Ya Yo Y14 Y19 Y24 Y29 Y34

X2 Xs Xg X12 X15 X19 X22

Trivariate Date Y2 Ys Yo Yia Yis Y19 Y22

Z; Zs Zy Z12 Z1s 219 222

3. Follow these steps to record the data base on magnetic cards.
1. Place the bank number of the registers you wish to record in the display.
2. Press [2nd] [Write].

3. Insert magnetic card in card slot.

The bank number of the intermediate data base (R,, — R,s) is 4. The bank numbers
of the raw data base are given below.

Registers Bank Number
TN 3
Rso — Rso 2
Roo — Rog 1

Note that bank 1 includes program memory.

4. Resetting the raw data pointer to the beginning of the raw data base allows you to con-
tinue entering new raw data after filling the raw data base by writing over previously
entered data. Although the intermediate data base is not affected, overwritten raw data
is lost unless first stored on a magnetic card. Note that you may obtain a hardcopy
printer listing of the data registers by entering the number of the first register you want
listed and pressing [INV] [2nd] [List]. Then press [R/S] when you want to stop.

5. If you have already compiled your intermediate data base and recorded it on a magnetic
card, simply read that card and go on to the data evaluation programs. You don’t even
have to call the Data Entry program to do this.

6. The length of execution time increases with the number of data points when the inter-
mediate data base is compiled directly from the raw data base.

7. Data must be deleted in the same form it is entered in (e.g., pairs, triplets, etc.). Data
that has been overwritten may not be deleted. If the calculator cannot find the data
you have asked it to delete, nines are flashed in the display. This process may take
several seconds to complete.

34
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UNIVARIATE DATA (UNGROUPED)
Q{J Solid State Software TI ©1977

UNIVARIATE DATA ST-03

Poiner @) | CompieG | G|

STEP PROCEDURE ENTER PRESS DISPLAY
1 Select Program™ [2nd] [Pgm] 03 No Change
2 Initialize Data Base' [E ] {5
<] Repartition if needed n [2nd] [Op] 17 Steps. Regs

Enter data using either | or Il

KEYBOARD ENTRY

4 Enter data (repeat for each x;)? X1 [A]
If Raw Data Base is filled:
5a Record raw data on magnetic
card(s) if desired®
5b Reset Raw Data Pointer? and go [C] 31.
to Step 4 to enter additional data
6 Record intermediate data on
magnetic card if desired®
| MAGNETIC CARD ENTRY?®
7 Read raw data card(s) [CLR] 0.
Card Bank No.
Reset Raw Data Pointer? [C] 31,
9 Compile Intermediate Data Base [D] Lasti
(raw data is printed)®
10 For additional data cards — go
to Step 7
To delete data”:
11 Enter unwanted data X; [2nd] [A"] X
12 Initialize Data Base' [E] 1
13 Repartition if needed n [2nd] [Op] 17 Steps. Regs
14 Recompile raw data currently [D] Last i

stored in Raw Data Base (raw
data is printed)®

15 Reenter raw data that has been
overwritten using either Steps
4-6 or 7-10

16 Continue entering new data

NOTES: See Data Entry Notes.
*For TI-58, repartition by pressing 6 [2nd] [Op] 17.
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UNIVARIATE DATA (GROUPED)
d@ Solid State Software TI ©1977

UNIVARIATE DATA ST-03

[ [ [omertve)| Compieus | intuc

STEP PROCEDURE ENTER PRESS DISPLAY

1 Select Program™ [2nd] [Pgm] 03 No Change
Initialize Data Base' [2nd] [E'] 1.

Repartition if needed n [2nd] [Op] 17 Steps. Regs

Enter data using either I or 11

I KEYBOARD ENTRY

4a Enter frequency® £ [B] f;
4b  Enter data (repeat Step 4 for x;T [A] i
each x;)>
If Raw Data Base if filled:
5a Record raw data on magnetic
card(s) if desired®
5b Reset Raw Data Pointer? [2nd] [C'] 32,
and go to Step 4 to enter
additional data
6 Record intermediate data on
magnetic card if desired®
1I MAGNETIC CARD ENTRY?
7 Read raw data card(s) [CLRI 0
Card Bank No.
Reset Raw Data Pointer [2nd] [C'] 32,
9 Compile Intermediate Data Base [2nd] [D'] Last i
(raw data is printed)®
10 For additional data cards — go to
Step 7
To delete data”:
11a Enter frequency f; [2nd] [B'] f;
11b  Enter unwanted x; X; [2nd] [A'] Xi
12 Initialize Data Base' [2nd] [E'] 1.
13 Repartition if needed n [2nd] [Op] 17 Steps. Regs
14 Recompile raw data currently [2nd] [D'] Last i

stored in Raw Data Base (raw
data is printed)®

15 Reenter raw data that has been
overwritten using either Steps
4-6 or 7-10

16 Continue entering new data

NOTES: See Data Entry Notes for 1-7.

8. The frequency should be a positive integer. The display flashes for negative entries and zero;
but no test is made for noninteger entries.
t Printed when PC-100A is used.

*For TI-58, repartition by pressing 6 [2nd] [Op] 17.
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STEP

ba

5b

11a
11b

12
13
14

15

16

NOTES:

BIVARIATE DATA

% Solid State Software

TI ©1977

BIVARIATE DATA ST-04

PROCEDURE

Select Program™

Initialize Data Base'
Repartition if needed

Enter data using either I or Il

KEYBOARD ENTRY

Enter x;
Enter y;

(Repeat Step 4 for each data pair]2
If Raw Data Base is filled:

Record raw data on magnetic
card(s) if desired®

Reset Raw Data Pointer? and go
to Step 4 to enter additional data

Record intermediate data on
magnetic card if desired®
MAGNETIC CARD ENTRY?®
Read raw data card(s)

Reset Raw Data Pointer

Compile Intermediate Data Base
(raw data is printed)®

For additional data cards — go to
Step 7
To delete data’:

Enter unwanted x;
Enter unwanted vy;

Initialize Data Base!
Repartition if needed

Recompile raw data currently
stored in Raw Data Base (raw
data is printed)®

Reenter raw data that has been
overwritten using either Steps
4-6 or 7-10

Continue entering new data

See Data Entry Notes.
1 Printed when PC-100A is used.

*For TI-58, repartition by pressing 6 [2nd] [Op] 17.

ENTER

Card

Yi

3-7

PRESS

[2nd] [Pgm] 04
[2nd] [E']
[2nd] [Op] 17

[A]

[B]

[D]
[CLR]
[D]

[2nd] [D']
[2nd] [A']
[2nd] [B']
[2nd] [E']
[2nd] [Op] 17
[2nd] [D']

DATA ENTRY

DISPLAY

No Change
0.
Steps. Regs

32,

0
Bank No.

32.
Lasti

Xj

Yi

0.

Steps. Regs
Lasti
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STEP

4a

4c

ba

5b

10

11a
11b
11c

12
13
14

15

16

NOTES:

TRIVARIATE DATA

Solid State Software

TRIVARIATE DATA

osiee | Dotoey | Dolees_| Compie | imiaze |
TR R B L

PROCEDURE ENTER

Select Program”™

Initialize Data Base'

Repartition if needed n
Enter data using either [ or 11

KEYBOARD ENTRY

Enter x; XiJr
Enter y; ViT
Enter z; ziT

(Repeat Step 4 for each data
triplet)”

If Raw Data Base is filled:

Record raw data on magnetic
card(s) if desired?

Reset Raw Data Pointer® and go
to Step 4 to enter additional data

Record intermediate data on
magnetic card if desired®

MAGNETIC CARD ENTRY?
Read raw data card(s)

Card
Reset Raw Data Pointer
Compile Intermediate Data Base
(raw data is printed}6
For additional data cards — go to
Step 7
To delete data’:
Enter unwanted x; Xj
Enter unwanted y; Yi
Enter unwanted z; i
Initialize Data Base'
Repartition if needed n

Recompile raw data currently
stored in Raw Data Base (raw
data is printed)®

Reenter raw data that has been
overwritten using either Steps
4-6 or 7-10

Continue entering new data

See Data Entry Notes.
t Printed when PC-100A is used.

*For TI-58, repartition by pressing 6 [2nd] [Op] 17.
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ST-05

PRESS

[2nd] [Pgm] 05
[2nd] [E']
[2nd] [Op] 17

OmPe

[D]

[CLR]

[D]
[2nd] [D']

[2nd] [A']
[2nd] [B']
[2nd] [C']

[2nd] [E']
[2nd] [Op] 17
[2nd] [D']

DISPLAY

No Change
0.
Steps. Regs

33

Bank No.
33.
Last i

Xj
Yi
Zj

0.
Steps. Regs
Lasti



STEP

ba

5b

1|
10

11
12

13

14

15

16

ONE-WAY ANALYSIS OF VARIANCE DATA

) Solid State Software
ANALYSIS OF VARIANCE DATA

Delete x

PROCEDURE ENTER

Select Program™

Initialize Data Base'

Repartition if needed n
Enter data using either [ or 11

KEYBOARD ENTRY

Enter data for Treatment Group i xij T

(repeat for each j)*
If Raw Data Base is filled:

Record raw data on magnetic
card(s) if desired®

Reset Raw Data Pointer? and go
to Step 4 to complete entry of
data for Current Treatment
Group

Calculate x for Current
Treatment Group

Display s* for Current
Treatment Group

Go to Step 4 for Next
Treatment Group®

Record intermediate data on
magnetic card if desired®

MAGNETIC CARD ENTRY?®

Read raw data card(s) for

Treatment Group i Card

Reset Raw Data Pointer®

Compile Intermediate Data Base
(raw data is printed)®

To enter additional data cards
for Current Treatment Group —
go to Step 10

Calculate x for Current
Treatment Group

Display s? for Current
Treatment Group

Go to Step 10 for Next
Treatment Group

*For TI-58, repartition by pressing 6 [2nd] [Op] 17.
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ST-06

PRESS

[2nd] [Pgm] 06
[2nd] [E']
[2nd] [Op] 17

[2nd] [B']

[2nd] [C']

[CLR]

[D]
[2nd] [ D]

[2nd] [B']

[2nd] [C]

DATA ENTRY

DISPLAY

No Change
0.
Steps. Regs

31.

gt

0.
Bank No.

£ b
Last j

¥
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STEP

17
18
19
20

21

22

23

24

25

26

NOTES:

PROCEDURE ENTER

To delete data” :

Enter unwanted data Xij
Initialize Data Base'

Repartition if needed n

Recompile raw data currently
stored in Raw Data Base (raw
data is printed)®

Continue entering data for
Current Treatment Group

Reenter data for Current
Treatment Group that has
been overwritten

Calculate x for Current
Treatment Group

Display s* for Current
Treatment Group

Reenter raw data for previous
Treatment Groups using either
Steps 4-9 or 10-16

Enter data for New Treatment
Groups

See Data Entry Notes for 1-7.

PRESS

[2nd] [A’]
[2nd] [E"]
[2nd] [Op] 17
[2nd] [D']

[2nd] [B']

[2nd] [C']

DISPLAY

Xij

0.

Steps. Regs
Last |

s21

8. If you are recording your raw data on magnetic cards, each Treatment Group should be
recorded on separate sets of cards. To do this, simply reset the Raw Data Pointer here.

Also, data deletion procedures are invalidated unless this pointer is reset.

t Printed when PC-100A is used.
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STEP

O = wWw N =

7a

7b

I
11

12
13

14

15
16

TWO-WAY ANALYSIS OF

VARIANCE DATA

&% solid State Software TI ©1977

ANALYSIS OF VARIANCE DATA

PROCEDURE ENTER

Select Program™

Initialize Data Base'

Enter number of rows® RT
Enter number of columns® (e
Repartition if needed n

Enter data using either | or II

KEYBOARD ENTRY

Enter data for row i (repeat for xij T
each j)°

If Raw Data Base is filled:

Record raw data on magnetic
card(s) if desired®

Reset Raw Data Pointer® and go
to Step 6 to enter additional data

(Repeat 6-7 for each row)’
Calculate x'

Display s°

Record intermediate data on
magnetic card if desired®
MAGNETIC CARD ENTRY?

Read raw data card(s)
Card

Reset Raw Data Pointer?

Compile Intermediate Data Base
(raw data is printed)®

For additional data cards — go
to Step 11

Calculate x'°

Display s*

*For TI-58, repartition by pressing 6 [2nd] [Op] 17.

ST-06
[Compiie | it 1-Way |
B

PRESS

[2nd] [Pgm] 06

[E]

[B]

[C

[2nd] [Op] 17
[A]

[D]

[2nd] [B']
[2nd] [C"]
[CLR]

[D]

[2nd] [D']
[2nd] [B']
[2nd] [C]

DATA ENTRY

DISPLAY

No Change
0.
R
C
Steps. Regs

31.

s 1

0
Bank No.

3.
Last |
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STEP

17
18
19
20
21
22

23

24

NOTES:

PROCEDURE ENTER

To delete data’:

Enter unwanted data’ Xij
Initialize Data Base'

Enter number of rows" RT
Enter number of columns® ct
Repartition if needed n

Recompile raw data currently
stored in Raw Data Base (raw
data is printed)®

Reenter raw data that has been
overwritten using either Steps
6-9or 11-16

Continue entering new data

See Data Entry Notes for 1-7.
8. R + C may not exceed 15.

PRESS

[2nd] [A']
[E]

[B]

[C]

[2nd] [Op] 17
[2nd] [ D']

DISPLAY

Steps. Regs
Last |

9. Data deletion procedures may be invalidated unless the Raw Data Pointer is reset between rows.

10. This step may be performed only after all raw data is entered.

t Printed when PC-100A is used.
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STEP

[o7 T &2 B <N % R O TP

8a

8b

I
10

11
12

13

14
15
16
2 7
18
19
20

21

22

NOTES:

HISTOGRAM DATA

& Solid State Software
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HISTOGRAM DATA ST-07

Delete x

PROCEDURE ENTER
Select Program™
Initialize Data Base'
Enter number of cells® Cellst
Enter lower limit X min |
Enter cell width Width T
Repartition if needed n

Enter data using either | or 11

KEYBOARD ENTRY
Enter data (repeat for each x;)? xi T
If Raw Data Base is filled:

Record raw data on magnetic
card(s) if desired’

Reset Raw Data Pointer? and go
to Step 7 to enter additional data

Record intermediate data on
magnetic card if desired®

MAGNETIC CARD ENTRY?

Read raw data card(s)

Card
Reset Raw Data Pointer®
Compile Intermediate Data Base
(raw data is printed)®
For additional data card(s) — go
to Step 10
To delete data’:
Enter unwanted data p
Initialize Data Base'
Enter number of cells CellsT
Enter lower limit xm-mJr
Enter cell width WidthT
Repartition if needed n

Recompile raw data currently
stored in Raw Data Base (raw
data is |:)rinte|:i]|‘5

Reenter raw data that has been
overwritten using either Steps
7-90r 10-13

Continue entering new data

See Data Entry Notes for 1-7.

8. The number of cells may not exceed 12.

T Printed when PC-100A is used.

* For TI1-568, repartition by pressing 6 [2nd] [Op] 17.
3-13

PRESS

[2nd] [Pgm] 07
[2nd] [E']
[B]

[2nd] [B']
[C]

[2nd] [Op] 17

[CLR]

[D]
[2nd] [D']

[2nd] [A"]
[2nd] [E']
[B]

[2nd] [B']
[c]

[2nd] [Op] 17
[2nd] [ D' ]

DATA ENTRY

DISPLAY

No Change
0.

Cells

Xmin

Width
Steps. Regs

0.
Bank No.

31
Lasti

Xj

0.

Cells

Xmin

Width
Steps. Regs
Last i



DATA ENTRY

DATA TRANSFORM PROGRAMS

You may often find the need to replace your data with computed quantities before you can
go on to perform your evaluations and tests. Two programs included in this library are speci-
fically designed for this purpose. These programs are actually data entry routines that first
transform your data to the form that you desire. They then assimilate a data base by calling
an appropriate data entry program to enter the transformed data.

UNIVARIATE DATA TRANSFORMS

This program may be used wherever the Univariate Data (Ungrouped) Program is called for.
Two prewritten transform routines are included.

e An exponential transform converts any x you enter to exp(x) before compiling
the data in the intermediate data base.

® A logarithmic transform converts any x you enter to In x before compiling the
data in the intermediate data base.

A third routine is provided to transform your data into any form that you wish. All you have
to do is store your transform in program memory under label [2nd] [ A" ]. Then select the
user-defined transform as explained in the user instructions and enter your data. The only
restrictions are that you may not use [ =1, [CLR], or [RST] in your transform routine.
Note that when your subroutine is called x is in the display register. When your subroutine
ends the display register should contain f(x). Remember to end your routine with [INV]
[SBR].

BIVARIATE DATA TRANSFORMS

This program includes three prewritten routines for transforming data pairs before assimilating
the data base.

e (x, y) becomes (x, In y).
e (x, y) becomes (In x, In y).

e (x, y) becomes (In x, y).

A fourth routine is provided to transform your data into any form that you wish. Simply
store your transform for x in program memory under label [2nd] [ A’ ]. Then store your
transform for y in program memory under label [2nd] [ B’ ]. Now select the user-defined
transform as explained in the user instructions and enter your data. Again, you may not use
[ =1, [CLR], or [RST] in your transform routines. Also, you must end your routines with
[INV] [SBR].

This program may be used wherever the Bivariate Data Program is called for. See Section V
for further applications of this program.
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BN -

1

NOTES:

DATA ENTRY

% Solid State Software TI ©1977

UNIVARIATE DATA TRANSFORMS

PROCEDURE ENTER PRESS DISPLAY

For Preprogrammed Transform

Select Program™ [2nd] [Pgm] 11 No Change
Initialize! [2nd] [E'] 18
Repartition if desired n [2nd] [Op] 17 Steps. Regs
Choose Transform:
Exponential, [2nd] [A'] No Change
Logarithmic [2nd] [B'] No Change
Enter data (repeat for each x;)? X; [A] i

For User-Defined Transform

Enter Transform into program [2nd] [CP] [LRN]
memory (do notuse [=1], [2nd] [Lbl]
[CLR], or [RST]) [2nd] [A"]

f(x) [INV] [SBR]

[LRN]

Select Program [2nd] [Pgm] 11 No Change
Initialize' [2nd] [E'] 1.
Repartition if needed n [2nd] [Op] 17 Steps. Regs
Select User-Defined Transform [2nd] [C'] No Change
mode
Enter data (repeat for each x;)? X; [A]

1. Initialization uses routine [ E ] of the Univariate Data (Ungrouped) program.

2. Once the data is transformed, it is entered using routine [ A | of the Univarite Data
(Ungrouped) program. See the User Instructions of that program for data deletion
procedures and limitations of the Raw Data Base. f(x) is printed when the PC-100A
is used.

3. This program uses the same data registers as ST-03.

*For TI-58, repartition by pressing 6 [2nd] [Op] 17.
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BIVARIATE DATA TRANSFORMS ST-12

(S50 o) [Partm o] tn x|
[ e > < eomy

STEP PROCEDURE ENTER PRESS DISPLAY

For Preprogrammed Transforms

1 Select Program™ [2nd] [Pgm] 12 No Change

2 Initialize' [2nd] [E'] 0.

3 Repartition if desired n [2nd] [Op] 17 Steps. Regs

4 Choose Transform:

(x, Iny), [2nd] [ A: ] No Change
(Inx, Iny), [2nd] [B'] No Change
(In x, y) [2nd] [C'] No Change
5a Enter x;° X; [A] i
5b Enter y;> Yi [B] i
(Repeat Step 5 for each data pair)
For User-Defined Transforms
6 Enter Transforms into program [2nd] [CP] [LRNI
memory (do notuse [ =], [2nd] [Lbl]
[CLR], or [RST]) (2nd] [A']
f(x) [INV] [SBR]
[2nd] [Lbl]
[2nd] [B']
gly) [INV] [SBRI]
[LRN]

7 Select Program [2nd] [Pgm] 12 No Change

8 Initialize’ [2nd] [E'] 0.

9 Repartition if needed n [2nd] [Op] 17 Steps. Regs
10 Choose User-Defined Transform [2nd] [D'] No Change
11a Enter x;° X [A] i
11b Enter y;? ¥i [B] i

(Repeat Step 11 for each data
pair)
NOTES: 1. Initialization uses routine [2nd] [ E' ] of the Bivariate Data program.

2. Once the data is transformed, f(x) is entered using routine [ A ] of the Bivariate Data
program and gly) is entered using routine [ B ]. Data must be entered in pairs. See
the Bivariate Data User Instructions for data deletion procedures and limitations of
the Raw Data Base. f(x) and g(y) are printed when the PC-100A is used.

3. This program uses the same data registers as ST-04.

*For TI-58, repartition by pressing 6 [2nd] [Op] 17.

3-16



V. DATA EVALUATION

The first two programs in this section are designed to help you interpret your data. For
example, the Means and Moments Program can be used to determine the shape of your sample
distribution. You may then use this information in evaluating your data.

Statistical data is evaluated in order to make a decision. This decision usually involves choosing
between two or more alternatives called hypotheses. For example, what if you want to deter-
mine whether or not a coin is balanced? The hypotheses that you wish to test are

H,: the coin in balanced (p = 0.5)
against

H,: the coin is unbalanced (p # 0.5).

H, is the null hypothesis. If you reject H, you would then accept the alternative hypothesis
H,. In the above, p is the probability of heads on any toss of the coin.

To determine whether you should accept or reject H, your first step is to obtain a sample.
You should then use your sample data to derive a test statistic. Since the binomial distribu-
tion (see Section V1) is to be used as your probability model, your test statistic for this
experiment is k where k is the number of heads occurring in n tosses of the coin.

Confidence limits for a test statistic are the usual criteria established for accepting or rejecting
a hypothesis. Let’s suppose that if you accept H, you want to be 95% certain that you are
right. To achieve this degree of confidence for the type of test described above you would
normally construct an acceptance region for your test statistic (k;, k, ). These values are
determined such that F(k,)—F(k,;) = 0.95 where the midpoint of the interval is the expected
value of k given n and p. Then, if your test statistic k is such that k;, < k < k,, you would
accept Hg.

This may seem like a complicated process and it often is. However, the Theoretical Distribu-
tions programs (Section V1) make it easy to determine whether to accept or reject your
hypothesis.
Most of the programs in this section follow the same pattern of development discussed above.
First, a test is described. If this test meets your needs you may use the program to compute
a statistic. You can then plug this data into an appropriate Theoretical Distributions program
(Section V1) to determine whether to accept or reject your hypothesis.
You should realize that the test described above is for a special case. Here, we tested

Ho: p=05 against Hy: p= 05,
If we wanted to test hypotheses such as

Hazapi=0:5 against Hyzopi 05,

a different test with another type of acceptance region would be required.

4-1
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The examples in this section offer the acceptance regions of the tests without proof. These
examples should give you further insight into confidence levels and acceptance regions. How-
ever, a complete discussion is left until Section VI.

MEANS AND MOMENTS PROGRAM

The means and moments of a sample can tell us a lot about the shape of its distribution. For
a given set of input data {x, LT L xn} with associated frequencies {f,, f,, ..., f, i
you may use this program to calculate the following means, moments, skewness and kurtosis
of a sample distribution. To use this program you must enter your data using one of the
Univariate Data programs found in Section IIL. If f; = 1 for all i, the calculations are for
ungrouped data, otherwise they are for grouped data.

=h

In the following discussion N =

S |

fi Xi,

The arithmetic mean, X =1/N
i=1

LU s =

is simply the average value of the sample data. For ungrouped data this value is known as the
simple arithmetic mean. For grouped data it is called the weighted arithmetic mean.

B

The geometric mean, g= Ot e

i=1

is another measure of central tendency. It is especially useful in averaging ratios, percentages,
and rates of change.

n
The harmonic mean, h=N=< = fi/x;,

i=1
is primarily used when dealing with ratio data having physical dimensions such as miles per
hour.

f](xi—i}z
1

N 43

The second moment, m, = 1/N
i

(X is the first moment), is more often called variance. It is the mean of squared deviations of
the sample data from X. This moment is used to measure the variability or dispersion of a
population.
n
The third moment, m; =1/N T fi(x;—%),
i=1

is used to determine whether a distribution is symmetric or skewed about X. Negative and
positive deviations cancel each other out since all deviations in the equation for m; are cubed.
Therefore, m; is equal to zero when the distribution is symmetric about its mean. A distribu-
tion is said to be right or positively skewed when m, is positive and left or negatively skewed
when m; is negative. You can also use this program to calculate a relative measure of skewness
eliminating any influence by the units your variables are measured in.

4.2



DATA EVALUATION

Skewness = m; /{m, )32

You may consider your distribution to be symmetric when —0.5 < Skewness < 0.5. The dis-
tribution is highly skewed when this value exceeds *1.

P AT U\ﬂ.

Negative (Left} Skewed

Pasitively (Right] Skewed

Figure 4.1

n
The fourth moment, m; = 1/N ¥ filx,—X)*,

is used to interpret the flatness or peakedness of a distribution curve. You may use another
relative measure known as the kurtosis of distribution to obtain this information.

Kurtosis = my /(m, )?

The kurtosis of a normal distribution is around three (see Section VI). For values less than
three the curve flattens out and for values greater than three it becomes more peaked.
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e

BT T BN

STEP PROCEDURE ENTER PRESS DISPLAY
Select Program [2nd] [Pgm] 03 No Change
2 Enter Univariate Data according
to User Instructions found in
Section I11.
3 Select Program [2nd] [Pgm] 08 No Change
4 Calculate arithmetic mean [A] xT
5 Calculate geometric mean’ [B] gt
6 Calculate harmonic mean [C] ht
7a Calculate second moment [2nd] [A'] my T
7b Calculate third moment [R/S] ms T
7c Calculate fourth moment [R/S] ma T
8 Calculate Kurtosis® ED] KurtosisT
9 Calculate Skewness® [E] Skewness !
NOTES: 1. The geometric mean is not valid for negative values of x.

2. Step 7 must be performed before calculating Kurtosis or Skewness.
I Printed when PC-100A is used.

Register Contents

Roo Ros Rio Ris Ry mj Ras
Ro Ros Ry, Rie R,y m; R26
Ros Ros Ri2 R, R Rz,
Ros Ros Ris Ris Ra2s Ras
Ros Roo Ris Rio my R»4 Rao
Example:

The following lists show the respective heights in inches of a random sample of 10 men over
age 45 and their adult sons.

Fathers: 67.2, 65.0, 68.3, 69.9, 66.3, 69.7, 69.5, 72.9, 70.2, 74.1.

Sons; 68.4, 65.3,66.5,69.0, 73.6, 759, 69.7, 69.8, 71.0, 70.8,
67.7, 74.4,69.9, 71.5, 71.1.

Compare the distribution of the heights of the fathers against that of the sons.
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ENTER PRESS DISPLAY COMMENTS
[2nd] [Pgm] 03 Select Univariate
Data Program
[E] e Initialize Ungrouped
Data Entry
67.2t [A] 1. X1
65.01 [A] 2. X2
i 3: X3
68.37 (A]
69.91 [A] 4. X4 ;
66.31 [A] 5, X er'ghts
69.71 [A] 6. X6 }“_f o
69.51 [A] i X+ ASAEE
72.91 [A] 8. Xs
70.21 [A] 9. Xg
74171 [A] 10. X10
[2nd] [Pgm] 08 10. Select Means and

Moments Program

[A] 69.3171 X
[B] 69.259515141 g
[C] 69.209244691 h
[2nd] [A"] 7.02691 ms
[R/S] 3.938892f ms
[R/S] 114.132757 ma
[D] 2.311440591 Kurtosis
[E] 21146009031 Skewness
[2nd] [Pgm] 03 2114600903 Select Univariate
Data Program
[E] % Initialize Ungrouped
: Data Entry
68.4 [A] e X
65.3T [A] 2 X2
66.5T [A] 3. X3
69.0T [A] 4, X4
7361 [A] 5. Xs
7597 [A] 6. X
69.71 [A] 7. X~ Heights
69.81 [A] 8. Xg of
71.0t [A] 9. Xg Sons
70.81 [A] 10. X10
67.71 [A] 11 X11
74.4% [A] 12. Xi3
69.91 [A] 13. X173
71 .5T [ A ] 14. X14
#Hat [A] 15. X1s

t Printed when PC-100A is used.

45



ENTER
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PRESS
[2nd] [Pgm] 08

[A]
[B]
[C]
[2nd] [A']
[R/S]
[R/S]
[D]
[E]

DISPLAY

15.

70.30666667 T
70.252792081
70.199158091
7.609955561 "
49326661
152.04783T
2.6255239541
23496789631

COMMENTS

Select Means and
Moments Program

*

g
h

ma

m3

ma
Kurtosis
Skewness

t Printed when PC-100A is used.

Summary:

As you can see, these samples come from distributions which are both slightly skewed to about
the same degree. The peakedness of the distributions are also nearly equal. Based on this infor-
mation it is safe to assume that these samples come from distributions having the same shape. The
only difference is that the average height of the sons is about 1 inch more than that of the fathers.
That is, the distribution of the heights of the sons may be shifted to the right when compared
with that of the fathers. This hypothesis is tested in the Rank-Sum Test Program.

Example:

When large amounts of data are involved you may find it easier to group your data before enter-
ing it. The sample heights of the sons data from the last example is grouped in Table 4.1.

Table 4.1
Range BA<x<66 |BB<x<63|68B=x<70 |70<=x<72|72<x<74|74<x<76
Frequency 1 2 5 4 1 2
Assigned Value 65 67 69 71 73 75
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ENTER

1t
65T
2t
671
5T
6ot
4t
il
1t
73t
2t
751

PRESS
[2nd] [Pgm] 03
[2nd] [E']

[B]
[A]
[B]
[A]
[B]
[A]
[B]
[A]
[B]
[A]
[B]
[A]
[2nd] [Pgm] 08

[A]
[B]
[C]
[2nd] [A']
[R/S]
[R/S]
[D]
[E]

t Printed when PC-100A is used.

Summary:

DISPLAY

POND =B BROANN =

70.06666667 1
70.014148791
69.96188555
7.3955555611
4987258t
140.272887
2.5646736241
24797370411

DATA EVALUATION

COMMENTS

Select Univariate
Data Program
Initialize Grouped
Data Entry

fy

X

fa

X2

fa

X3

fs

Xg
Select Means and
Moments Program

Kurtosis
Skewness

Comparing these outputs to those of the last example it is easy to see that little loss of accuracy
occurs when data is grouped; but considerable data entry time is saved. The next program illus-
trates how you may use your calculator to group your data instead of doing it by hand.
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HISTOGRAM CONSTRUCTION PROGRAM

A histogram is constructed to help interpret a set of data points. Each data point is assigned to a
class interval or cell of the histogram depending upon its magnitude.

Count

Cell | Cell | Cell | Cell | Cell

Data

1 | i [
1 | | | |
dataj : l‘:ﬁ;zlthl | Ldara

max

Figure 4.2

To construct a histogram with up to 12 cells, use the Histogram Data program found in Section
I11 to enter and assimilate your data points. Remember to specify the number of cells you want
and the width of each cell. You should also enter a lower limit for your data if it is different
from zero. The program calculates the upper limit of the histogram and discards any data falling
outside of the calculated range. This situation is indicated by flashing nines in the display.

Once you have assimilated the histogram data you may use this program to calculate the mean
and standard deviation of your data points. You can also determine the count, or number of
data points in each cell, and the upper limit of the data placed in a given cell. Note that if a
piece of data falls on the upper limit of a cell it is assigned to the next cell. A piece data falling
on the point designated data max in Figure 4.2 is discarded.
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STEP

(=28 1 BN S &N

7b

NOTES:

d%ﬁ-" Solid State Software
HISTOGRAM CONSTRUCTION

DATA EVALUATION

TI ©1977
ST-09

Initialize

PROCEDURE

Select Program

Enter Histogram Data according
to User Instructions found in

Section I11.
Select Program

Initialize

Calculate sample mean

Calculate sample standard

e 1
deviation

Display count of current cell®

Calculate upper limit of

3
current cell

Display accumulation of cell

counts

ENTER

PRESS

[2nd] [Pgm] 07

[2nd] [Pgm] 09
[2nd] [E']
[A]

[2nd] [A']

[B]
[C]

[RCL] 21

DISPLAY

No Change

No Change
0.
xT
gt

Countt

xm_de

2~ Count

1. The n-1 method is used here. You may calculate s° using the n method by pressing
[2nd] [Op] 11 [x=1].

2. The cell number is incremented by 1 each time [ B ] is pressed. Divide the count by n

to determine the frequency.

3. 7b must be performed immediately following 7a for the cell in question,
I Printed when PC-100A is used.

Register Contents

Ry Cell No. Res 2%?
ROI Xmin Ro(, Cell 1
Count
Ro. Width Ro, Cell 2
Count
Ros n Res Cell 3
Count
Ru-i Z X Rnu Cell 4
Count

Cell 5
Count
Cell 6
Count
Cell 7
Count
Cell 8
Count
Cell 9
Count

Rio

4-9

Cell 10 R., Used
Count
Cell 11 R
Count
Cell 12 R,
Count

RZB
Cells Ras

¥ Count
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Example:

Construct a histogram from the second set of data used in the last example. Use 6 cells with a
width of 2 and a minimum value of 64. The data is repeated below.

Heights of Sons: 68.4, 65.3, 66.5, 69.0, 73.6, 75.9, 69.7,69.8, 71.0, 70.8, 67.7,
744,169 LS, o1,

ENTER PRESS DISPLAY COMMENTS
[2nd] [Pgm] 07 Select Histogram
Data Program
[2nd] [E'] 0. Initialize
6t [B] 6. Cells
6at [2nd] [B'] 64. ey
2t e 7 Width
68.41 [A] 1 X1
65.31 [A] 2 X2
66.57 [A] 3 X3
69.01 [AN] 4. X4
73.6% [A] 5. Xs
7591 [A] 6. Xe
69.71 [A] P X7 Heights
69.81 [A] 8. Xs of
71.0t LA ] 9. Xo Sons
70.81 [A] 10. Xig
67.71 [A] 134 X1 1
74.41 [A] 12 X12
69.91 [A] 13. %13
7167 [A] 14, X14
Tl [A] 15. X1z
[2nd] [Pgm] 09 15. Select Histogram
Construction Program
[2nd] [E'] 4} Initialize
[A] 70.30666667 T X
[2nd] [A"] 2.8554375861 5
[B] 1 Cell 1 Count
el 66.T Cell 1 Max
[B] o Cell 2 Count
[c] 68.T Cell 2 Max
[B] 5.1 Cell 3 Count
e 70.t Cell 3 Max
[B] a4t Cell 4 Count
[€] 720k Cell 4 Max
[B] 1.1 Cell 5 Count
(iG] 74 .1 Cell 5 Max
[B] ot Cell 6 Count
€] 76.1 Cell 6 Max
[RCL] 21 15. Total Count

t Printed when PC-100 is used.
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Summary:

Count

Cell Cell

Cell Cell Cell

Cell

62 64 66

F

FREQUENCY PLOTTING

68 70 72 74

Heights of Sons

igure 4.3

DATA EVALUATION

The probability of a data point falling into a given cell is known as the frequency of that cell.
You may calculate the frequency of any cell by dividing the count of that cell by the total
number of data points placed in the histogram. However, if you have a PC-100A, you may

use the following instruction sequence to plot the frequency function.

Location
and Key Code

000
001
002
003
004
005
006
007
008
009
010
011
012
013
014
015

76
4|
05
42
26
43
19
42
00
76
12
01
44
26
73
26

Key Sequence

[2nd] [Lbl]
[A]

[5]

[STO]
[2]1[6]
[RCL]
[1]1[9]
[STO]

[0]

[2nd] [Lbl]
[B]

[97]
[sum]
[2] (6]
[RCL] [2nd] [Ind]
2

Location
and Key Code

016
017
018
019
020
021
022
023
024
025
026
027
028

55
43
21
65
01
09
95
69
07
97
00
12
91

Key Sequence

5]
[RCL]
20 Ea]
(o4
B
[9]
[=1]
[2nd] [Op]
[0]1[7]
[2nd] [Dsz]
[0]
[B]
[R/S]

To use this routine press [2nd] [CP] [LRN] followed by the keystrokes listed in the key
sequence column above. Then press [LRN] again and try it out by running the example on the
last page and then pressing [RST] [ A ]. This routine plots the frequency function lengthwise

on the tape with the left position equal to zero and the right equal to one.
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t-STATISTIC EVALUATION PROGRAM
(Comparison of Population Means)

The distribution of the t-statistic depends only on the population mean, not the variance. As
a result, this statistic is often used to compare the means of different populations. If your
samples are from normal populations with the same variance you can use this program to
determine the t-statistic and the corresponding number of degrees of freedom. You may then
use the Student’s t Distribution Program found in Section VI to complete your comparison of
the population means.

FOR PAIRED OBSERVATIONS
You can use this program to evaluate the t-statistic
t = AN /sa
with n-1 degrees of freedom, to test the hypothesis that two normally distributed populations

with the same unknown variance have the same mean. This test is performed using n paired
observations from the two samples. In the above equation:

A = the mean of the differences between the paired values.

n = the sample size.

the standard deviation of the differences between the paired values using
the n-1 method.

Sa

Enter your data using the Bivariate Data Program found in Section III.

TWO SAMPLE TEST

You may also use this program to evaluate the t-statistic
N _ R A

(1_ 3 .1_)“’2 ¥ x;? - n,x2 + Eyj"! ol nv—?-z)_ 1/2
Ny ny nk +n, —2

with n, + n, — 2 degrees of freedom, to test the hypothesis that the difference between the
means of two normally distributed populations having the same unknown variance is A.
Again, you must enter your data using the Bivariate Data Program. Since the sample sizes,
don’t have to be the same, you don’t have to enter the data in pairs. (See example.) However,
data deletion procedures are invalidated when the data isn't entered in pairs.
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STEP PROCEDURE ENTER PRESS DISPLAY
1 Select Program [2nd] [Pgm] 04 No Change
2 Enter Bivariate Data according
to User Instructions found in
Section I11.

3 Select Program [2nd] [Pgm] 13 No Change
For Paired Observation

4 Compute t-Statistic [A] tf

h Display degrees of freedom [B] vt

6 Display miean of difference [Ci] At
between observations

7 Display standard deviation of [D] sal

difference between observations

For Two Sample Test

8 Enter hypothesized difference A [2nd] [A'] tf
and compute t-Statistic

9 Display degrees of freedom [B] pt
NOTE: Tt Printed when PC-100A is used.
Register Contents
Rnu R(}s Zx? RI() Rts Ny Rg[, Rg; J‘;
Ro1 Zy Roe R, Rie R, Rze A
Rﬂg \._.yz RU? ng E{X_y} le Hg"‘ sz.! 5&
R03 n\.-' ROH R;J :(X_\/)l ng R23 Used R]h
Ros Zx Ros Ris Rio R.s A R
Example:

In an experiment to compare two different diets for pigs, a farmer randomly selects a pair of
pigs from each of ten litters. He then chooses one pig from each pair and places them on diet
A for a fixed period of time. The remaining pigs are placed on diet B during the same period.
At the end of the experiment, the farmer weighs each pig to see how much it had gained.
These results are tabulated below.

Table 4.2

Litter
1 2 3 4 5 6 7 8 9 10

Diet A 21.5 18.0 14.7 19.3 217 229 22.3 191 13.3 19.8
Diet B 14.7 16.1 15.2 14.6 17.5 15.6 20.8 20.3 12.0 20.9
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Evaluate the t-statistic for paired observations to test the hypotheses

H,: the diets cause the same average weight gain (up = ug)
against
H,: the diets cause different average weight gains (ua # pg)

at the 95% confidence level.

ENTER PRESS DISPLAY COMMENTS
[2nd] [Pgm] 04 Select Bivariate
Data Program
[2nd] [E'] 0. Initalize
21571 [A] 1 X
1471 [B] 1. yi
18.01 [A] i) X2
16.11 [B] 2 Vs
1471 [A] 3. X3
16.21 [B] 3. Y
19.37 [A] 4. Xa
1461 [B] 4. Ya
21.71 [A] 5. X5
17.51 [B] 5. Vs
2291 [A] 6. Xg
15.67 [B] 6. Ya
22.3% [A] ! X+
20.8% [B] 7. 'z
191T [ A ] 8. X5
20.31 [B] 8. s
13.31 [A] 9. Xo
12.01 [B] 9. Yo
19.81 [A] 10. X10
20.91 [B] 10. R
[2nd] [Pgm] 13 10. Select t-Statistic
Evaluation Program
[A 252231035617 t
B 9.t v
C 2.491 A
D 3.1217694411 SA
Summary:

When using the t distribution to test hypotheses such as these you should accept H, whenever
your test statistic falls within a confidence interval about the mean of the distribution (t = 0).
The 95% confidence interval or acceptance region for the t-statistic with 9 degrees of freedom
is (—2.262, 2.262)*. That is, the probability of a deviation of up to 2.262 is 0.95. Using this
confidence interval, you will reject H, when it is true in only 5% of your experiments. This

is also known as testing at the 5% significance level, the hypotheses that the means are equal
against the alternative that they are not. Since the t-statistic calculated in this exercise falls
outside of the acceptance region you should reject H, in favor of accepting H, .

tPrinted when PC-100A is used.
*You may verify this using the Student’s t Distribution Program.
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In the above A was found to be 2.49. So just for practice, use the two-sample test to test the
hypotheses
Ho: pa—mp =25
against
H| + Ha—HB = 2.5
The 95% confidence interval for the t-statistic with 18 degrees of freedom is (—2.101, 2.101).

There is no need to reenter your data if you haven't disturbed your calculator since running
the last example.

Example:

Two groups of patients at a major hospital are selected for an experiment to compare two
drugs used for the relief of pain. One group is given drug x and the other drug y. The resulting
number of hours of relief for each patient is given below.

Drug x: 2,6,4, 13,5, 8, 4,6.
Drugy: 6,4,4,1,8,2,12,1,5, 2.

Evaluate the two-sample statistic to test the hypotheses

Ho: mx—uy =2 hours
against

Hy: ux—uy # 2 hours

4-15
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ENTER PRESS DISPLAY COMMENTS
[2nd] [Pgm] 04 Select Bivariate
Data Program
[2nd] [E'] 0. Initialize
2t (R 1. X1
6t [A] 2 X2
at [A] 3 X3
13T [A] 4. X4
5t [A] 5. Xs
gt [A] 6. X
4t [A] 74 X
6t [A] 8. Xg
6t [B] 1. Y1
4t [B] 2 Y2
4t [B] 3. Vi
1t [B] 4. Va4
gt [B] &) Ys
21 [B] 6. Ve
1271 [B] 7 Vq
17 [B] 8. Vs
5t [B] 9. Yo
o Bl 10. Yio
[2nd] [Pgm] 13 10. Select t-Statistic

Evaluation Program
2 [2nd] [A"] —.30874456317 At
[B] 16.1 v

1 Printed when PC-100A is used.

Summary:

The 90% confidence interval for the t-statistic with 16 degrees of freedom is (—1.75, 1.75). You
may accept the null hypotheses since the value computed for t falls in this range.

Note that in this experiment our null hypothesis is that u,—u, = 2. That is, we are assuming that
1y is larger than u, . But what if g is the larger value. In this case you would simply test the
hypothesis that u,—u, = —2. Try this yourself by entering the sample for drug y using the [ A ]
key and drug x using [ B ]. You should get the same results when testing for A = —2.
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CONTINGENCY TABLE ANALYSIS PROGRAM
(Two-Way Classification)

A contingency table is a table in which each observation is classified in two or more ways. The
data is Table 4.3 represents number of drivers in various age groups who were involved in zero,
one, two, and more than two automobile accidents over a period of 3 years.

Table 4.3
Age of Driver

21 — 30 31 — 40 41 — 50 51 — 60 61 — 70 N;.

Number 0 748 821 786 720 672 3747
of Accidents 1 74 60 51 66 55 306
2 31 25 22 16 15 109

>2 9 10 6 5 7 37
N, 862 916 865 807 749 4199

A table such as this, where only two classifications are considered, is known as a two-way contin-
gency table. In analyzing such a table you are often interested in testing the hypothesis that the
two classifications are independent of one another. In this example, that means you would like
to know if the age of the driver and the number of accidents he is involved in are related. (The
hypothesis is that they are not related.)

You may use this program to apply the X? test of independence to the row and column classifi-
cations of a contingency table with R rows and C columns where RC < 25. Calculations are
based upon the X? statistic

X% =
i

(Njj — Ej;)2 /E;;
1

4 ;o

C
1

with (r—1)(c—1) degrees of freedom. In the above, Nj; is the count, or number observations
occurring in cell ij (row i, column j) of the table. E;;is the maximum likelihood estimator of the
number of observations that should occur in cell ij when the classifications are independent
(i.e., the row and column factors are not related). That is, the probability of an event falling

in both row i and column j is the probability of the event falling in row i multiplied by the
probability that it falls in column j. This may be expressed as

E” o {Ni' NJ],J'(T"I
where: N;. = the total number of counts in the ith row.
N.; = the total number of counts in the jthcolumn.

the total number of cells, R X C.
The outputs of this program are the Xx*-statistic with (R—1)(C —1) degrees of freedom and the

cumulative distribution function of the X*-statistic, P(x*). You should accept your null hypoth-
esis whenever P(x?) is less than or equal to the confidence level you are testing at.
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(%’J Solid State Software TI ©1977
CONTINGENCY TABLE ANALYSIS

STEP PROCEDURE ENTER PRESS DISPLAY

1 Select Program [2nd] [Pgm] 14 No Change

2 Establish correct partitioning 6 [2nd] [Op] 17 Steps. 59

%) Enter number of rows' RT LBl R

4 Enter number of columns’ Gt LET] C

5 Initialize data entry routine’ [2nd] [E'] 11

6 Enter data by rows ; xilT [A] Next |
(182, i1, X12, oo XiG, X210 XAc)”

7 Calculate X2-statistic® [B] X

8 Calculate degrees of freedom k] v
if desired

9 Calculate cumulative distribution [2nd] [B'] P(X?)
function

NOTES: . R X C can be no greater than 25.

1

2. This program uses its own data entry routine.

3. Do not enter negative values. If an error is made, begin again.
4. Perform Steps 1-7 first.

5. Execution time increases with ».

1t Printed when PC-100A is used.

Register Contents

Ro, + N-1;---;N-CJN1-,---.NR-

Ras i

R.;_,o Pointers

Ragt Wipgo, « « »ip iy
Riq n

Rss R

R{.g C

Example:

200 voters in a local bond election are randomly selected and asked their opinion on the issue.
The voters are then classified according to their answers to this question and whether or not they
are property owners as illustrated below.
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Table 4.4
For Against Undecided N;.
Property Owner 45 39 21 105
Non-Property Owner 47 26 22 95
N.; 92 65 43 200

Test the hypothesis that a voters opinion of the bond issue is independent of whether or not he
is a property owner at the 90% confidence level,

ENTER PRESS DISPLAY COMMENTS
[2nd] [Pgm] 14 Select Contingency
Table Program
6 [2nd] ]0p] 17 Steps . 59 Repartition
2t [D] 2. Rows
3f [E] 3. Columns
[2nd] [E'] 1 Initialize Data Entry
a5t [A] 2 X1
39t [A] 33 X12
21t LA ] i X13
a7t [A] 2. X3
261 [A] 3. X22
221 [A] i X23
KE ] 2. v
[B] 2.172164486 x2
[2nd] [B'] 6624637081 P(X?)

1 Printed when PC-100A is used.

Summary:

The range of the X* -statistic is from zero to infinity. In order to evaluate this statistic you would
normally have to determine an acceptance region for the computed statistic (0, X,2). Xo°
depends upon the number of degrees of freedom of your test statistic and the confidence level
at which you are testing. At the 90% confidence level, this interval would be (0, 4.61)* for a
X* -statistic with 2 degrees of freedom. Since the value calculated above for X* falls within this
interval, you should accept the original hypothesis. That is, there is no evidence that a voter’s
opinion on the issue is influenced by whether or not he is a property owner.

Note, however; that this program also computes P(x*). This value ranges over the interval
(0, 1). When testing at the 90% confidence level P(x,?) = 0.90. This indicates that you should

accept H, whenever P(x?) < 0.90. Since P(x?) for this example meets this requirement,
accept H,.

Perform this test using the data found in Table 4.3.

*You may verify this using the Chi-Square Distribution Program.
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ANALYSIS OF VARIANCE PROGRAMS

When trying to compare the means of several distributions the Student’s t-test is no longer
applicable. Analysis of Variance is a statistical technique used to test the hypothesis that a
number of populations all have the same mean. The test is made by using the sample means
to estimate the variance of the population. This estimate is then compared to an estimate of
the population variance made from differences between individual elements of the samples.
The F distribution is used to perform the actual test. ‘

Two assumptions made when using this technique are:

e The populations are normally distributed.

e The variances of the populations are approximately equal.

ONE-WAY AOQV (Many Distribution Comparisons)

Sample populations used in one-way analysis of variance are often called treatment groups.

Each treatment group i (i = 1, 2, . . ., K) consists of n; observations x;; (j=1, 2, ..., nj).
The different groups need not have the same number of observations.

K
In the following, let N= ¥ n;

This program uses the sum of squares among groups to estimate the variance from the sample
means. The actual equation is

ot=

(X;—%)*/(K—=1) = TSS/(K' —1).
1

TSS is known as the treatment sum of squares and for this equation,

K n;
M= 2 Xijf(N.
i=1j=1

(LI & BV

The estimate of the variance made from the individual elements of the samples is accom-
plished using the sum of squares within groups.

(x;;—X;)* /(N—K) = ESS/(N —K).
1

A

I g 3

1]
ESS is known as the error sum of squares.

The F-statistic
= TSSHKf_l
ESS/(N —K)

with K-1 degrees of freedom in the numerator and N-K degrees of freedom in the denomina-

tor is calculated by this program. You can use this data and the F distribution program found
in Section VI to test the hypothesis that the means of your populations are equal. Additional
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outputs are the treatment sum of squares (TSS) and the total sum of squares (SS). Note that
though TSS is calculated directly, ESS is found by determining SS and then evaluating the
expression ESS = SS—TSS.

Remember to enter your data using the One-Way AOV Data Program found in Section I11.

% Solid State Software  TI©1977

ST-15

1-WAY ANALYSIS OF VARIANCE

STEP PROCEDURE ENTER PRESS DISPLAY
1 Select Program [2nd] [Pgm] 06 No Change
2 Enter One-Way AOV data
according to User Instructions
found in Section 111
Select Program [2nd] [Pgm] 15 No Change
Calculate F-statistic' [A] Ft
Display degrees of freedom [B] vyt
In numerator
6 Display degrees of freedom [2nd] [B'] vy T
in denominator
7 Display error sum of squares (iG] Esst
8 Display treatment sum of [D] TSst
squares
9 Display total sum of squares [E] sst
NOTES: 1. Step 4 must be performed before Steps 5-9.
t Printed when PC-100A is used.
Register Contents
Roo Ros Rio Z2x)4/n Rys TSS/v, Rao Ras
Rs: 22X Ros R, Used Ri¢ vs R, R.e
Bos Z22%% Ros Rz S5 Ry, ESS/i, Raz R.;
Roa Ras TSS Ris ESS Ris R.s R,s i Count
Roa Roe Zn Ria v, Rio Raa R
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Example:

Let's extend the second t-statistic example to compare the effects of three drugs used for the
relief of pain. Assume that three groups of patients are chosen for the experiment and given
drugs X, y, and z respectively. The resulting number of hours of relief for each patient is
given below.

Drug x: 2,6,4, 13,5,8, 4,6;
Drugy: 6;4,4,1,8,2,12,:1, 5, 2;
Drugz: 21,3, 3 1.7 1,4 2

Test the hypotheses
Ho,: All of the drugs relieve pain for the same amount of time (u, = u, = u,)
against

H,: Not all of the drugs relieve pain for the same amount of time.

Since the t-test can only be used for comparing two sample populations we’ll have to use one-
way analysis of variance to perform this test.

ENTER PRESS DISPLAY COMMENTS

[2nd] [Pgm] 06 Select AOV
Data Program

[2nd] [E'] 0. Initialize 1-Way AOV
2t [A] % X,
6t [A] 2 X3
at A 3. X3
131 [A] 4. X4
5t [A] 5. Xs
gt [A] 6. X
4t [l 7l X7
6t [A] 8. Xg

[2nd] [B'] 6.1 X

[2nd] [C'] 9.75 gt
gt [Aa] 1. Y1
at (A0 2. Va2
a4t [A] Y Y3
1t [A] 4. Ya
8T [A] bl Vs
2 [A] 6. Ye
12t Al 7 Ve
1t [A] 8. Vs
5T [A] 9. Yo
2t [A] 10. o
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ENTER PRESS PRINT DISPLAY
[2nd] [B'] 451 v
[2nd] [C'] 10851 Sy
21 [A] % Z
1t [A] A %
3f [A] 3: Z3
ST [ A ] 4. Z3
1t [A] 5. Zs
71 AL 6. Zq
1T [ A ] 7. Z7
4t [A] 8. 73
21’ [A ] g Zg
[2nd] [B'] 2.6666666671 z
[2nd] [C'] 3.333333333" S8
[2nd] [Pgm] 15 3.333333333 Select 1-Way
AQOV Program
[A] 2.6327944571 F
[B] 2.1 vy
[2nd] [B'] 24.1 vy

t Printed when PC-100A is used.

Summary:

As described above, the F-statistic is actually the ratio of two estimates of a population’s
variance. Since variances are always positive, this ratio can never be less than zero. It

should also be evident that F will vary around 1 when H, is true. Consequently, you should
reject H, only if F is significantly greater than 1. The acceptance region for this test is

(0, Fy) where the probability that F is less than F, is equal to the degree of confidence that
you desire. F, is also controlled by the degrees of freedom of the estimates. When testing at
the 90% confidence level, the acceptance region for the F-statistic with 2 degrees of freedom
in the numerator and 24 in the denominator is (0, 2.54)*. Since the F-statistic computed in
this exercise exceeds 2.54 you should reject H,.

TWO-WAY AOV (Row-Column Effects)

You can use two-way analysis of variance to evaluate the combined effects of two variables on
a third. Table 4.5 expresses the percent of light reflected from five types of plastic surfaces
coated with three types of paint.

Table 4.5

Type of Surface

1 2 3 4 5
Type A 14.5 13.6 16:3 23.2 19.4
of B 14.6 16.2 14.8 16.8 17.3
Paint C 16.2 14.0 155 18.7 21.0

*You may verify this using the F Distribution Program.

4-23



DATA EVALUATION

Here, the effects of the paint types on the population mean are known as row effects. Now,
to estimate the population variance on the basis of row means, the sum of squares among

rows is used.

(X..—%)?/(R—1) = RSS/(R —1)
1

g =0

Il 4

In the above equation:

R = the number of rows.
C = the number of columns.
Xi. = the mean of the sample values in row i.
R 0
X-= D > X”a'{RC
==

RSS = the row sum of squares (corresponds to TSS in one-way AOV).

Similar to the error sum of squares used in one-way AOV, the estimate of the variance made
from the individual elements of the sample is found using the residual sum of squares (Res).

(x;; —X;. —%.; +X)?/(R—1)(C—1) = Res/(R—1)}{C—1).
1

Il 4 o
4O

1]
The F-statistic

- RSS/R—1)
Res/(R=1)(C—1)

with R-1 degrees of freedom in the numerator and (R —1)(C—1) degrees of freedom in the
denominator is calculated by this program. And as with one-way AOV, you can use this data
and the F-distribution program to test the effects of row variables on the population mean.

Similar to the above, the effects of surface types on the population mean are known as column

effects. Here the estimate of the population variance made on the basis of column means is
accomplished using the sum of squares among columns.

(X~ R)2HC—1) = CSSAC—1T).

FELY

%
I
oy
|0 i o

CSS is known as the column sum of squares.
The F-statistic used for testing column effects is

. __ Css/c—1)
€ Res/(R—1)(C—1)

with C-1 degrees of freedom in the numerator and (R —1)(C —1) degrees of freedom in the
denominator.
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In addition to the F-statistics and their corresponding degrees of freedom, this program vyields
the row sum of squares (RSS), the column sum of squares (CSS), and the total sum of squares
(SS). RSS and CSS are computed directly. However, Res is evaluated as Res = SS —RSS —CSS.

Enter your data using the Two-Way AOV Data Program found in Section I1l. Remember, R+C
cannot exceed 16.

% Solid State Software  TI©1977

2-WAY ANALYSIS OF VARIANCE ST-16

BRI E R I

STEP PROCEDURE ENTER PRESS DISPLAY
1 Select Program [2nd] [Pgm] 06 No Change
2 Enter Two-Way AOV data

according to User Instructions
found in Section 111"

3 Select Program [2nd] [Pgm] 16 No Change
4 Calculate total sum of squares [A] sst
5 Calculate column sum of squares [B] csst
6 Calculate row sum of squares’ [2nd] [B] RssT
For Column Effects
Calculate F-Statistic [C] Fel
8 Calculate degrees of freedom [D] v T
in numerator
9 Calculate degrees of freedom [R/S] Pyl
in denominator
For Row Effects’
10 Calculate F-Statistic [2nd] [C'] Frpt
11 Calculate degrees of freedom [D] py 1
IN numerator
12 Calculate degrees of freedom [R/S] py 1
in denominator
NOTES: 1. R + C cannot exceed 16.

2. Perform Step b before Step 6.
3. Perform Steps 7-9 first.
t Printed when PC-100A is used.

Register Contents

RUU HUS RIU RSS F*IS = le} = RZS *

R, Rows Roe Mean R{; Used R * Ry Rz ©

Ry2 Columns Ry, Variance Ry, * R, * Rz " Ry, *

Roa n Ros SS Riz ™ Ris * Rz * R2s

Roas Ry ESS Ria = Biset Rz > R,s j Count

*See Table 3.1.
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Example:

Similar to the first t-statistic example, let's suppose that three pigs are randomly chosen from
each of nine litters. Then, one pig from each litter is placed on diet A, a second on diet B,
and the third on diet C for a fixed period of time. At the end of the experiment the pigs are
weighed to see how much weight they have gained. These results are tabulated below.

Table 4.6
Litter
1 2 3 4 5 6 7 8 9
Diet A 14.7 14.5 19.2 19.2 14.7 19.6 20.0 16.1 165
Diet B 18.8 19.2 19.9 19.0 20.3 18.8 20.3 220 16.7
Diet C 14.2 13.2 14.2 19.3 18.4 15.7 18.8 17.6 14.0

In the first experiment we were concerned with determining if each diet caused the same
average weight gain. We would like to solve the same problem here; but since we are dealing
with more than two samples the t-test can no longer be used. To perform this evaluation we
again turn to analysis of variance. One-way AOV would tell us whether or not there is any
significant difference between the diets. But what if we also want to compare the litters at the
same time? For this purpose we may use 2-way AQV. Test the hypotheses

H,: each diet causes the same average weight gain (up = ug = uc)

against

H,: not all the diets cause the same weight gain
and

H,: the litters all had the same average weight gain
against

H,: not all the litters had the same average weight gain.
Perform these tests at the 95% confidence level.

ENTER PRESS DISPLAY COMMENTS

[2nd] [Pgm] 06 Select AQV
Data Program

fiks] 0. Initialize 2-Way AQV
3t [B] 3. Rows
ot el 9. Columns
1471 [A] 1: X11
1457 [A] 2 X132
19.21 [A] 3 X413
19.21 [A] 4, X14
14.71 [A] 5. X1s
19.67 [A] 6. X16

426



DATA EVALUATION

ENTER PRESS DISPLAY COMMENTS
20.0f [A] 7. X4
16.11 [A] 8. Xia
16.51 [A] 9. X19
18.81 [A] 1. X21
19.21 [A] 2. X212
19.91 [A] 3. X23
190T [ A ] 4, X24
20.31 [A] 5. s
18.81 [A] 6. s
20.31 [A] e X27
22,01 [A] 8. Xaa
16.71 [A] 9. X20
142T [ A ] 1. X31
132T [ A ] 2 X32
14.21 [A] 3 X33
193T [ A ] 4. Xag
18.41 [A] 5, T
15,71 [A] 6. X36
18.8T [A] 7. X379
17.61 [A] 8. X35
14.07 [A] 9. X
[2nd] [B'] 17.58888889T X
[2nd] [C'] 5.7861728417 5%
[2nd] [Pgm] 16 5.786172841 Select 2-Way
AOV Program
[A] 156.2266667 T SS
[B] 54.88666667 CSS
[2nd] [B'] 51.082222227 RSS
LG 2.18420587% Fe
[D] 8.1 v, ¢ Column Effects
[R/S] 16.1 vy
[2nd] [C'] 8.131234517% Fr
|l 2k v, r Row Effects
[R/S] 16.1 v,

1 Printed when PC-100A is used.

Summary:

The acceptance region for the F-statistic with 2 degrees of freedom in the denominator and 16 in
the numerator at the 95% confidence level is (0, 3.63)*. Since Fr falls outside of this range you
should reject the hypotheses that there is no difference between the diets. In fact, since Fg is not
even close to the acceptance region, the probability of a significant difference between the diets
is extremely high.

At the same confidence level, the acceptance region for the F-statistic with 8 and 16 degrees of
freedom is (0, 2.59)*. Since F¢ is in this interval there is no indication of a significant difference
between the litters.

Just for practice, try the paint example using the data given in Table 4.5. Testing at the 95%
confidence level, your acceptance regions should be (0, 4.46) for Fgr and (0, 3.84) for Fc.

*You may verify this using the F Distribution Program.
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RANK-SUM TESTS PROGRAM

The Wilcoxon-Mann-Whitney rank-sum test is a procedure used to compare the means of two
populations having the same distribution. You do not have to know the form of the distribu-
tion to use this test. However, assuming the distributions of the cumulative density functions
f(x) and g(x) take the same form, you may use this program to test

H,: the means of the populations are equal, f(x) = g(x)
against

H,: the means of the populations differ by an unknown constant
c, fix + ¢) = alx).

In Figure 4.4, H, indicates that g(x) has shifted to the right by an amount c.

f(x) glx)

Figure 4.4

Suppose that X is a random sample of size m and Y is a random sample of size n. Assuming
that these samples are from populations having the same distribution, you may use this pro-
gram to compare their means. The first step is to order or rank the values in your two samples
from smallest to largest. (The program does this for you.) For example, if your samples were
Xx=1{2,56}andY={36,7},

the combined ordered set would be

{XIrYI: X2, X3, Y2, Vs} .

Note that when ties occur the program ranks the x value first. Naturally, you should use a
larger sample than in this demonstration.
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When H, is true for a positive ¢, the y values tend to be larger than the x values. A statistic
taking advantage of this fact is the sum of the ranks of the y's in the combined ordered set.
That is, if R{y;) is the rank of y;, then

n
TV = R{V})

In the example given above T, =2 +5 +6 = 13.

Now, if H, is true and m, n = 10, then T, possesses an approximate normal distribution.
Consequently, the Mann-Whitney statistic for y

wy =mn—T, +n(n + 1)/2
is also nearly normally distributed. The mean and variance of w, are given as
wW=mn/2 and s,?=mn(m+n+1)/12
After the program converts this to standard normal form we have
i

y = (wy—W)/sy.

You may now plug this data into the Normal Distribution Program and perform a lower-
tailed test to evaluate your hypotheses.

If you suspect that H, may be true for a negative ¢ you should use T, as the basis of your
test. Calculations proceed similarly to the above except that an upper-tailed test is used in the
final evaluation. Upper and lower-tailed tests are described in Section VI.

To use this program, enter your data using the Bivariate Data Program found in Section III.
Since the data is not paired enter all the x values first. Then enter all the y values. (You

should note, however:; that this method of entry invalidates data deletion procedures.) There

is no need for the sample sizes to be the same. The only restriction is that registers Ry, through
R(s1+m+n) mMust be left available for program use.
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RANK SUM TESTS ST-17

Rank Data

T ok DS SERTSRERE T
Eon | [ [ ose

DISPLAY

No Change

No Change

Ordered data
is flashed in
display and
printed.

T.F

wa

w T

Sl-"u'_ T

STEP PROCEDURE ENTER PRESS
1 Select Program [2nd] [Pgm] 04
2 Enter Bivariate Data according
to User Instructions found in
Section I11
3 Select Program [2nd] [Pgm] 17
4 Rank data® Al
5 Calculate rank sum of x**° [B]
6 Calculate Mann-Whitney for x €]
7 Calculate normal deviate for x [D]
8 Calculate rank sum of y* [2nd] [B']
9 Calculate Mann-Whitney for y €]
10 Calculate normal deviate for y [D]
11 Display rank mean lE]
12 Display rank variance [2nd] [E']
NOTES: . Enter all the x values first, then enter the y values. This invalidates data deletion procedures.

1
2. Perform this step before 5 or 8.
o3
4
5
f

Perform this step before 6 and 7.

. Perform this step before 9 and 10.

. Execution time increases with the number of data points.

Printed when PC-100A is used.

Register Contents

Roo
Ro:
Roa
Rgs N
Roa

Ros Rio By i, R0 Ras T
Roe R Ris Ra, R,e Used
Ros Ri2 Ris R.a R,- Used
Ros Ris Ris Rzs W Ras

Ros Ria R Ras So Rio
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DATA EVALUATION

Example:

In the Means and Moments example we showed that the distribution of the heights of a group
of men had the same shape as the distribution of the heights of their sons. The only difference
detected was that the second distribution appeared to be shifted slightly to the right. The data
used in that example is repeated below.

Fathers: 67.2, 65.0, 68.3, 69.9, 66.3, 69.7, 69.5, 72.9, 70.2, 74.1.

Sons: 68.4, 65.3, 66.5, 69.0, 73.6, 75.9, 69.7, 69.8, 71.0, 70.8,
67.7, 744, 69.9, 71.5, 71.1.

Test the hypotheses

H,: the means of the distributions are equal, f(x) = g(x)
against

H,: the means of the distributions differ by a positive constant
c, f(x + c) = g(x).

Perform this test at the 95% confidence level.

ENTER PRESS DISPLAY COMMENTS

[2nd] [Pgm] 04 Select Bivariate
Data Program

[2nd] [E"] 0. Initialize

67.21 [A] ] X1

65.01 [A] 7k X3

68.31 [A] 3. X3

69.97 [A] 4, X4 :

66.3t [A] 5. 2 Hf'gh“

69.71 [A] 6. Xe Y

69.51 [A] 7 b Fathers

72.9% [A] 8. Xs

70.21 [A] 9. Xg

7417 [A] 10. X10

68.41 [B] 1. X1

65.31 [B] g X3

66.51 [B] 3 X3

69.01 [B] 4, X4

73.61 [B] 5. Xs

75.91 [B] 6. X

69.71 [B] 7 X+ Heights

69.81 [B] 8. X of

71.07 [B] g. Xg Sons

70.87 [B] 10. %10

67.7% [B] 1 il X11

74.41 [B] 12. Xia

69.91 [B] 13, XA

7151 [B] 14. X14

7141 [B] 15. X1s
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ENTER PRESS DISPLAY COMMENTS

[2nd] [Pgm] 17 Select Rank-Sum
Tests Program
[A] 65.1 Rank Data —
66.37 Data for Group x
67.21 is Ordered First —
68.3T Ordered Data is
6957 Briefly Displayed
69.71 and Printed.
69.97
702t
7291
7411

65.3T
66.5T
67.71
68.41

69.1

69.71
69.87

99T

70.8%

71.1

7111

7151

73.61

7441

7591

0.

[B]* 1111
[c] 94 1
[D] 1.0539303731
[2nd] [B'] 214 1
e 56.1
[D] —1.0539303737
[E] 75.1
[2nd] [E'] 325.1

tPrinted when PC-100A is used.
"Requires approximately 25 seconds.

& = AR S

Summary:

Since H, assumes that c is positive, z, is the statistic that we are interested in. At the 95%
confidence level the acceptance region for z, is (—1.64, =)*. Since z, is within this range,
accept H,. That is, there is no indication that the sons are taller than their fathers.

*You may verify this using the Normal Distribution Program.
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V. MODEL FITTING

THEORETICAL HISTOGRAM PROGRAM

To determine the shape of your sample distribution, use this program to compare a histogram
constructed from your sample data points to various histogram models. To begin, simply use
your data and the Histogram Data Program found in Section I1I to construct a histogram.
Next, choose a theoretical distribution that you think might fit your data. Then write a sub-
routine that calculates the probability function of the distribution you've selected and store
it in program memory under label [2nd] [ A’ ]. Remember to end your routine with [INV]
[SBR] and don't use [ =], [CLRI], or [RST]. Registers 21-26 are available for your use.
Note that x is in the display register when your subroutine is called. When your subroutine
ends, the display register should contain f(x).

Once you have complete the above use this program to calculate the theoretically expected
count of each cell. As you do this the program compiles a X2 -statistic for a goodness of fit
test where

(expected count — observed count)?
1 expected count

X w
i

<4 o

with N —1 degrees of freedom. (N is the number of cells in your histogram.) To complete the
goodness of fit test simply calculate Q(x?) using this program.

Q(x?) is the upper tail area of the chi-square curve. If you wish to test the hypothesis that
the distribution of your sample is the theoretical distribution you have chosen at say the 90%
confidence level (also known as the 10% significance level), then you may accept this hypo-
thesis whenever 0.10 < Q(X?) < 1. In order to ensure the validity of the goodness of fit test
you should collect sufficient data for the theoretically expected count of each cell to be no
less than 5. Also, your histograms should be made up of at least three cells.
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MODEL FITTING

STEP

10

11
12
13

14

NOTES:

Solid State Software

TI ©1977

Somoea] [ [ ] koo |
>owcon | | >ar || o

PROCEDURE ENTER PRESS DISPLAY
Select Program [2nd] [Pgm] 07 No Change
Enter Histogram data according
to User Instructions found in
Section 111
Calculate sample mean if desired ' [2nd] [Xx] [x=t] ET
Calculate sample standard [INV] [2nd] [X] Ignore
deviation if desired's® [x=1] s
For Continuous Distribution
Enter continuous probability [2nd] [CP] [LRN]
function into program memory [2nd] [Lbl]
(donotuse [ =], [CLR], or [2nd] [A"]
[RST])* f(x) [INV] [SBR]

[LRN]
Select Program [2nd] [Pgm] 10 No Change
Initialize [E] 0.
Calculate theoretically expected [(A] Count?
count of cell i® (repeat for each
cell)
Calculate chi-square goodness of {cil Q)T
fit test?
For Discrete Distribution®
Enter discrete probability [2nd] [CP] [LRN]
function into program memory [2nd] [Lbl]
(do notuse [ =1, [CLR, or [2nd] [A"]
[RST])? flk) [INV] [SBR]
[LRN]

Select Program [2nd] [Pgm] 10 No Change
Initialize [2nd] [E'] 0.
Calculate theoretically expected [2nd] [A"] CountT
count of cell i* (repeat for each
cell)
Calculate chi-square goodness [C] Q(x*)t

of fit test?

1. Initialization of the Theoretical Histogram program destroys the data needed to compute
x and s. Note that if you need to know the observed counts of the cells in your Histogram
you may perform the Histogram Construction program at this time.

2. Initialization of the Histogram Data program provides 60 data registers. If you own a T
Programmable 58 you will have to repartition your calculator before entering your sub-
routine. Observe that the prewritten library routines calculating f(x) for the normal and bi-
nomial distributions may be called by your subroutine. However, due to conflicting register
assignments, the chi-square and student’s -t routines may not be used. Initialization may
take as long as a minute depending on the length of your subroutine.

3. The cell number is incremented by 1 each time you press [ A ] or [2nd] [ A" ].

Calculation of the expected count may take as long as a minute to complete. A count
of zero causes a flashing display indicating invalid results. Press [RCL] 20 to display

=Xx? for current cell.
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NOTES:

calculator attempts to calculate the mean and std. deviation of the

Printed when PC-100A is used.

Register Contents

Roo Used
Rot Xmin

Ro2 Width

Ros Lower
Limit

ROS

Ros

ROB

ROQ

Used

Cell 1
Count
Cell 2
Count
Cell 3
Count
Cell 4
Count

Rio
Ri
Ri2
Ris

Ria

Cell 5
Count
Cell 6
Count

Cell 7
Count

Cell 8
Count
Cell 9
Count

5-3

Ris
Ris
Ris
Ris

Rio

5. For discrete distributions, xi, and the cell width must be integers.

Cell 10
Count

Cell 11
Count

Cell 12
Count

Used

Cells

o

MODEL FITTING

. This step must be performed last and can only be done once. Execution time increases
with ». To run a new problem, recompile your data.

6. If the display flashes simply press [CE] and continue. The error condition is cuased when the

x'" data normally summed
into Rgs—Rgs. Since the program uses these registers for other purposes bad data may have
been stored there.

Rae
R,, Used
R.s Upper

Limit
R, Used



MODEL FITTING

Example:

In the Means and Moments Program example we discovered that the shapes of the sample
distributions under consideration there are the same. Then, in the Rank-Sum Tests Program
example we found that there is no significant difference between the means of these samples.
Consequently, we may assume that the two samples come from populations having the same
distribution. Combine these samples and build a histogram from the data. Then compare this
histogram to a theoretical histogram based on the normal distribution. The data is repeated
below

Men's Heights: 67.2, 65.0, 68.3, 69.9, 66.3, 69.7, 69.5, 72.9, 70.2, 74.1,

68.4, 65.3, 66.5, 69.0, 73.6, 75.9, 69.7, 69.8, 71.0, 70.8,
67.7, 744, 699, 71.5, 71.1.

Note that in order to have at least five data points in each cell our histogram may contain no
more than three cells.

ENTER PRESS DISPLAY COMMENTS
[2nd] [Pgm] 07 Select Histogram
Data Program
[2nd] [E'] 0. Initialize
3t [B] 3. Cells
64t [2nd] [B'] 64. il
4t (c] 4. Width
67.21 [A] 3. X,
65.01 [A] 2) X3
68.31 [A] 3. X3
69.91 [A] 4, X4
66.31 [A] 5. X<
69.71 [A] 6. X6
69.51 [A] 7. X1
72.91 [A] 8. Xg
70.21 [(A] 9. Xo
7417 [A] 10. X10
68.41 [A] UL X11
65.3" [A] 12. X12
66.51 [A] 13 Xia
69.07 [A] 14. Xia4
73.61 [A] 15. i
75.91 [A] 186. X16
69.71 [A] 17: X17
69.87 [A] 18. X1s
71.0t [A] 19. Xi4
70.81 [A] 20. %30
67.71 [A] 21 X214
74.41 [A] 22. X33
69.91 [A] 23 X23
71561 [A] 24. X24
71071 [A] 25. a5
[2nd] [X] [x=t] 69.908 X
[INV] [2nd] [X ] 2.58069758" Ignore
[CE] [x=1] 2.816457586 5

*See Note 6 of the User Instructions.
1Printed when PC-100A is used.
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MODEL FITTING

(Now store your subroutine for computing f(x) in program memory. Note that x must be normalized
before calling the library routine described in Normal Distribution Program to calculate the probability
density function. For simplicity, just use x = 69.9 and s = 2.8 as estimates of u and o.)

ENTER PRESS DISPLAY COMMENTS
[2nd] [CP] [LRN] 000 00 (Key Codes)
[2nd] [Lbl] 001 00 000 76
[2nd] [A’] 002 00 001 16
[(] 003 00 002 53
[(] 004 00 003 53
[CE] 005 00 004 24
[-] 006 00 005 75
[6] 007 00 006 06
[9] 008 00 007 09
[-] 009 00 008 93
[9] 010 00 009 09
[)] 011 00 010 54
E=1 012 00 011 55
[zl 013 00 012 02
(& 014 00 013 93
[8] 015 00 014 08
[)] 016 00 015 54
[2nd] [Pgm] 017 00 016 36
[1119] 018 00 017 19
[A] 019 00 018 11
[INV] [SBRI 020 00 019 92
[LRN] 2.814296833

(Now compare your histogram against the theoretical histogram.)

[2nd] [Pgm] 10 2.814196833 Select Theoretical
Histogram Program

[E] 0. Initialize Continuous
Distribution

[A]* 6.057795645T Cell 1

[A]* 13.62110728% Cell 2

[A]* 5.560044745%1 Cell 3

[C1* 96681204131 Q(x?)

tPrinted when PC-100A is used.
*Requires 10 — 30 seconds.

Summary:

The value obtained for Q(x?) indicates a good fit for any reasonable confidence level that you
choose to test at. However, these results should be treated with caution since the histogram con-
tains only three cells. Note that the histogram constructed from the sample data actually has 6
data points in cell 1, 14 in cell 2, and 5 in cell 3. You could have used the Histogram Construction
Program to obtain this information before you compared your histogram to the theoretical
model.
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MODEL FITTING
LINEAR REGRESSION MODELS

In analyzing multivariate data you are often interested in finding a mathematical relationship
between your variables. That is, you would like to know how changes in one variable affect
another. A straight-line linear model for bivariate data is expressed as

y = b + mx.

In the above, y is the mathematically or functionally dependent variable and x is the inde-
pendent variable. (Don’t confuse this with statistical dependence — it isn't the same.) A line
fitted to the sample data points (x, y) would have b as its y-intercept and a slope of m.

The linear regression capabilities of your calculator make it easy to determine appropriate
values for m and b when you enter a set of sample data points. The best way to illustrate
this feature is with an example. Let’s say your company has recently started advertising in a
new medium (say a series of magazines), on a weekly basis. The marketing manager has a
record of the amount spent on advertising each week (x) and the corresponding sales volume
(y) and there seems to be a fairly good relationship. His question of you is: what would the
expected sales volume be if $4750 is spent on magazine advertising next week?

Amount Spent on Weekly Sales
Advertising (x) Volume (y)
$1000 101,000
$1250 116,000
$1500 165,000
$2000 209,000
$2500 264,000
$4750 2?
ENTER PRESS DISPLAY COMMENTS
[2nd] [Pgm] 01 Select Diagnostic
Program
[SBR] [CLRI] 0. Initialize Linear
Regression Data
Registers
[RSTI 0. Return from
Program 01
1000 [x=1] 0. X1
101000 [2nd] [Z+] 1. Y1
1250 [x=1t] 1001. X2
116000 [2nd] [Z+4] 2 Y2
1500 [x=1] 1251. X3
165000 [2nd] [Z+4] 3. Y3
2000 [x=1%l 1501. X4
209000 [2nd] [Z+4] 4. Ya
2500 [x=1t] 2001. X3
264000 [2nd] [Z+] b, Vs
4750 [2nd] [Op] 14 514672.4138 x—=y
[2nd] [Op] 12 —11922.41379 b
[x =t] 110.862069 m
[2nd] [Op] 13 .9935283439 r
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Summary:

Observe that data for this type of problem is entered by placing the x value in the T-register, the
y value in the display, and pressing [2nd] [Z+]. Then, the answer to your problem is found
by entering the amount you want to spend on advertising (x = 4750) and predicting the result-
ing sales volume (y = 514,672) by pressing [2nd] [Op] 14. Additional special operating codes
are used to compute the slope, intercept, and correlation coefficient. See your Owner’s Manual
for a complete explanation on all the built-in statistical features.

ABOUT THE CORRELATION COEFFICIENT

Pressing [2nd] [Op] 13 displays the correlation coefficient of the two sets of data, r. A value
close to plus 1 indicates a high positive correlation and a value near minus 1 indicates a high
negative correlation. A value of about zero indicates that the two sets of data are not related.

For example, suppose your company gives two tests to new employees—Test A and Test B.
If there is a high positive correlation between the two tests, then you can predict that an
employee who scores high (or low) on Test A will also score high (or low) on Test B. On the
other hand, if there is a high negative correlation between the two tests, you can predict that
an employee who scores high (or low) on Test A will score low (or high) on 7est B. If there
is no correlation (correlation coefficient equals 0), then you can say nothing about how an
employee’s performance on Test A relates to his or her performance on Test B.

In the above example then, the value we computed for r tells us there is a very high positive
correlation between our samples. However, you should note an important point here. Strictly
speaking all we’ve shown in this example is that a definite re/ationship exists between adver-
tising and sales. Be careful about drawing conclusions about cause and effect. In this case, you
can probably be pretty sure that your advertising is pushing your sales up—but in other cases,
the ““cause and effect”” relation may not be so obvious. Two variables that are related to a
third can show a relation to each other—without a “‘cause and effect”” relation between them.

In this example, we’re predicting the future based on only five data points from the past—and
that’s not much to go on. In general, the less data you have to go on, the more “chancy”
your prediction will be. As it turns out there’s a quick way to get a measure of how valid
your correlation factor is under different data conditions.
This test may be used to test the hypotheses

Hy: r=0 against H,: r+ 0.

First, let » = n - 2 where n is the number of sample data points you have. Then calculate a

t-statistic using the formula
For our example,
v=3 and t= 15.15.
The 95% confidence interval for the t-statistic with 3 degrees of freedom is (—3.18, 3.18).

Since the t-statistic computed above is not even close to the acceptance region you may con-
sider r to be highly significant.
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BIVARIATE CURVE FITTING PROGRAM

It should be clear that a straight-line model is not applicable in all situations. Population
growth for example has traditionally followed an exponential curve,

y = bemx

In order to use the built-in statistical functions to fit an exponential curve to a set of sample
data points you would first have to convert the above to the linear equation

In y = In(bemx) = In b + mx.
This expression indicates that a straight line fitted to the data points (x, In y) would have a
y-intercept of In b and a slope of m. So all you have to do is convert your data to this form
and use the linear regression feature of your calculator to fit a straight line to the transformed
points. As mentioned above, this operation would give you the values of In b and m. To find
b, simply press [INV] [In x] when In b appears in the display.
You may perform these conversions manually if you wish—but you don’t have to. You can let
the Bivariate Data Transforms Program do it for you. This program was first introduced in

Section I11.

As you should already know, Bivariate Data Transforms can be used to transform your data
points (x, y) to any of the following forms:

(x, Iny), (inx,Iny), (Inx, vy

You have seen that the first set of points can be used for exponential curve fit—but how may
the others be used?

The expression for a power curve takes the form
y = bxm,
We can easily convert this to
Iny =In(bxm)=Inb+mIn x.

This means that a straight line fitted to the data points (In x, In y) would have In b as its y-
intercept and m as its slope.

A logarithmic curve is expressed as
y=b+mlin x.

Since this equation is already in our standard format we can quickly see that a line fitted to
the data points (In x, y) would have a y-intercept of b and a slope of m.
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P«

Figure 5.1 — Exponential Curves Figure 5.2 — Power Curves

Note that these graphs represent
X versus y, not the transformed
data points.

e e e

» x

Figure 5.3 — Logarithmic Curves

If you are fitting one of these curves to your data, the Bivariate Data Transforms Program
includes routines for determining the correct values of b and m and predicting x given y or
y given x. For example, even though the built-in calculator feature can only find In b for an
exponential curve fit, this program automatically transforms In b to b before displaying the
result.

You also have the option of defining your own transforms for x and vy as described in Section
III. This allows you to easily fit almost any curve you wish to your sample data. However,
this program recognizes user-defined transforms for input data only. To obtain output data,
just use the built-in calculator features to compute the transformed results. Then convert this
data to the correct form yourself. Remember to enter transformed values of x and y when
predicting new points. The user instructions include a complete explanation of this procedure.
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STEP

B W =

Sa

5b

6b

10

11
12
13
14

15a
15hb

16a

16b

16¢
16d

t%) Solid State Software

TI ©1977

BIVARIATE DATA TRANSFORMS ST-12

| Initialize |
i Gom| 5%y a3 x o)

PROCEDURE

For Preprogrammed Curve
Select Program

Initialize'

Repartition if desired

Choose curve:
Exponential,
Power,
Logarithmic

Enter x;*

Enter y;°

(Repeat Step 5 for each data
pair)

Calculate y-intercept and slope

of line fitted to data points
Display slope

Calculate y' given x
' 3
Calculate x giveny

Calculate correlation coefficient

For User-Defined Curve

Enter transforms into program
memory (do notuse [ =],
[CLR], or [RST])

Select Program

Initialize'

Repartition if needed

Select User-Defined Curve Mode

Enter x;°
Enter y;?

(Repeat Step 15 for each data
pair)

Calculate slope and intercept of
straight line fitted to trans-
formed data

Manually transform b to correct
form

Display transformed m
Manually transform m to
correct form

ENTER

Yi

f(x)

gly)

5-10

PRESS

[2nd] [Pgm] 12
[2nd] [E"]
[2nd] [Op] 17

[cil

[x=t]

[D]

[ B

[2nd] [Op] 13

[2nd] [CP] [LRN]
[2nd] [Lbl]
[2nd] [A']
[INV] [SBR]
[2nd] [Lbl]
[2nd] [B']
[INV] [SBR]
[LRN]

[2nd] [Pgm] 12
[2nd] [E']
[2nd] [Op] 17
[2nd] [D']

[A]
[B]

e

[x=1]

DISPLAY

No Change
0.
Steps. Regs

No Change
No Change
No Change

No Change
0.

Steps. Regs
No Change



STEP
17a

17b
18a

18b
19

NOTES:

Example:

MODEL FITTING

PROCEDURE ENTER PRESS DISPLAY
Calculate transformed y' given X [RST] [2nd] [A"] f(x)
transformed x> [2nd] [Op] 14 aly’)
Manually transform gly’) to v’

Calculate transformed y' given y [RST] [2nd] [B'] gly)
transformed y° [2nd] [Op] 15 f(x)
Manually transform f(x') to x’

Calculate correlation coefficient [2nd] [Op] 13 r

1. Initialization uses routine [2nd] [ E' ] of the Bivariate Data program.

2. Once the data is transformed, f(x) is entered using routine [ A | of the Bivariate Data
program and g(y) is entered using routine [ B | . Data must be entered in pairs. See the
Bivariate Data program for data deletion procedures and limitation of the Raw Data
Base. f(x) and g(y) are printed when the PC-100A is used.

3. [RST] returns control to program memory and allows you to use your transform
routines directly.

4. See Table 3.1 for register contents.

The following represents the census data for the United States for the years 1890 - 1970.

Year Population

1890 62,947,714
1900 75,994 575
1910 91,972,266
1920 105,710,620
1930 122,775,046
1940 131,669,275
1950 150,697,361
1960 179,323,175
1970 203,235,298

Fit an exponential curve to this data and predict the population in the year 2000. In what year
should the population reach 300,000,0007?
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ENTER PRESS DISPLAY COMMENTS
[2nd] [Pgm] 12 Select Bivariate
Transforms Program
[2nd] [ E'] 0 Initialize
[2nd] [A'] 0. Choose Exponential
Curve Fit
18907 [A] 1. X
629477141 [B] 1% Vi
19007 [A] 2, X2
759945751 [B] 2 Y2
1910t [A] 3, X3
919722661 [B] 3 Y3
19201 [A] 4, Xa
1057106201 [B] 4. ya
1930t [A] 5. Xs
1227750461 [BI 5. Vs
1940t [A] 6. Xs
1316692751 [B] 6. Ye
19507 [A] 70 X7
1506973611 [B] 7. Y7
1960t [A] 8. Xg
1793231751 [B] 8. Vs
1970 [A] 9. Xog
2032352981 [B] 9. Yo
[C] .0001716447 b
[x = t] .0141183066 m
[2nd] [Op] 13 19957238762 B
2000 [D] 314510832.3 x>y
300000000 LEA 1996.65427 y = x
Summary:

The resulting curve is
y'=10.0001716447 e'00141183068)x

You may evaluate the t-statistic for r if you wish. However, due to the high value of r, there is
really no need to perform this test. As you can see, the population should exceed 314 million
in the year 2000 and reach 300 million in mid-1996.

Example:

In attempting to determine an appropriate price to charge for his product, a manufacturer ob-
tained the following data in units sold is on a monthly basis.

Table 5.1
Price in Dollars 21 22 23 24 25 26
Thousands of Units Sold 20.3 17.8 15.9 14.1 12.4 10.8

Fit a reciprocal curve to this data where

y=b+m (1/x).

t Printed when PC-100A is used. (If data is transformed then the transformed values are printed instead).
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Then determine what price the manufacturer should charge if he wants to sell 15,000 units
per month. How many units could he sell if he only charged $18?

[2nd] [CP]
[LRN]
[2nd] [Lbl]
[2nd] [ A" ]
[1/x]
[INV] [SBR]
[2nd] [Lbl]
[2nd] [ B' ]
[INV] [SBR]
[LRN]

Subroutine [2nd] [ A’ ] transforms x to 1/x. Subroutine [2nd] [ B' ], even though it just
returns y in its original form, is needed in order to prevent an error condition. Now run

this problem.

Note that if you have a Tl Programmable 58 you will have to repartition your calculator

after initialization.

ENTER

21t
20.31
221
17.8t
23t
15.91
241
14.11
25t
12.41
26T
10.81

18
15

PRESS DISPLAY

[2nd] [Pgm] 12

[2nd] [ E'] 0.
[2nd] [Op] 17 79.49
[2nd] [D']

[A] s
[B] 15
[A] o
[B] 2.
[A] 3.
[B] 3.
[A] 4.
[B] 4.
[A] 5.
[B] 5
[A] 6.
[B] 6.
Ee) —28.62600532
[x=1] 1024.840156
[2nd] [Op] 13 .9996511874
[1/x] [2nd] [Op] 14 28.30955893
[2nd] [Op] 15 [1/x] 23.49149662

COMMENTS

Select Bivariate
Transform Program
Initialize
Repartition (58 Only)
Select User-
Defined Curve
X1

Y1

X2

Y2

X3

Y3

Xa

Ya

X5

Ys

X6

Ye

b

m

3

x—=y

W= -

t Printed when PC-100A is used. (If data is transformed — transformed values are printed.)

Summary:

The resulting curve is approximately

y = —28.6 + 1024.8/x.

If the manufacturer wants to sell 15,000 units he may charge $23.49 for his product. If he only
charged $18 he could sell over 28,000 units.
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MULTIPLE LINEAR REGRESSION PROGRAM

When working with trivariate data you can use this program to fit an equation of the form
Z=ay ta, X tayy

to your sample data triplets (x, y, z).

The regression coefficients are calculated using the least-squares method. You can also use this

program to find the multiple coefficient of determination and to predict values of z for a

given x and y. You must enter your data using the Trivariate Data Program found in
Section IIL.

Solid State Software TI ©1977
PLE LINEAR REGRESSION

STEP PROCEDURE ENTER PRESS DISPLAY
1 Select Program [2nd] [Pgm] 05 No Change
2 Enter Trivariate Data according
to User Instructions found in
Section 111
3 Select Program [2nd] [Pgm] 18 No Change
4a Calculate coefficients and [A] )
display ag
4b Display a, [B] a1
4c Display a, G ] a5k
5 Calculate coefficient of [D] Rt
determination
6 Calculate z' for a given x and y xt [2nd] [ A: | X
yt [2nd] [B'] z't
NOTE: 1 Printed when PC-100A is used.

Register Contents

Roo Ros Zx? Rio Ris Used R.o a Ras
Ro: ZV Ros Z Xy By 2z Ris Used R.; a; Rss
Roa ZY- Rys 22 Ry 2yz R, Used R,, Used R
Ros N Ros Ris 200 £ R:s Used R,: Used R
Rosa Zx Roo X Ris Used Ris ao R4 Ra2o
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Example:

In an experiment to study the effects of two gasoline additives on the gas mileage of a specific
car the following data is obtained.

Table 5.2
Units of Additive x 0 0 0 1 1 1 2 2 2
Units of Additive v 0 1 2 0 1 2 0 1 2
Gas Mileage (z) 17.3 18.1 18.7 18.6 19.1 19.5 19.6 19.9 20.3

Fit an equation of the form
Z=a, ta;x t+tayy

to this data and predict the gas mileage for x = 1, y = 0.5.

ENTER PRESS DISPLAY COMMENTS
[2nd] [Pgm] 05 Select Trivariate
Data Program
[2nd] [ E'] 0. Initialize
of [A] 1 X,
of [B] 15 Y1
17.31 Kel 1 =
of [A] 2. X2
17 [B] 2. Y2
18.11 €] 9 o
of [A] 3 X3
2t [B] 3 Y3
18.71 ¢l 3. 73
1t [A] 4, X4
of [B] 4. Ya
18.67 e 4. Za
1k [A] 5. X5
1t [B] 5. Ys
19.11 [[el] 5. 72
11 [A] 6. Xg
21 [B] 6. Yo
1951 e 6. s
2t [A] 2 X7
of [B] 74 Yo
19.67 st 7 77
2t [A] 8. Xs
11 [B] 8. Yg
19.9t [Cc] 8. 4
2t [A] 9. Xo
2t [B] 9. Yo
20.37 [e] 9. o
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ENTER PRESS DISPLAY COMMENTS
[2nd] [Pgm] 18 Select Multiple
Regression Program
[A] 17.561111111 ap
[B] 0.95T 3y
[C] 0.5% a,
[D] .97823011631 R?
1t [2nd] [A"] 1. X
5t [2nd] [B'] 18.761111111 y—>2z

t Printed when PC-100A is used.

Summary:

The resulting equation is approximately
z=17.56 + 0.95x + 0.5y.

Clearly, additive x is twice as effective as y. Note that a, corresponds to the gas mileage of the
car when no additive is entered.

NONLINEAR REGRESSION

Just as with bivariate models, multivariate regression models may assume a nonlinear form. For
example you may want to fit an equation of the form

z = agxy®

to your sample data. To do this simply convert this equation to the standard format given earlier.
The new equation is

Inz=Inay +a, Inx+a; Iny.
Now, instead of entering X, y, and z into the program, enter In x, In y, and In z. The resulting
regression coefficients are In a,, a,, and a,. To find a, simply press [INV] [In x] when In a,
appears in the display. And if you need to predict new values for z, enter In x and In y to obtain

In z. Then convert In z to z by pressing [INV] [In x].

This is just one example of fitting a nonlinear equation to sample data. Naturally, there are many
equations that you may choose to use. Another example is given below

Example:

A production manager believes that a workman’s performance is related to the number of hours
that he works in a week according to the quadratic equation

¥ =ay Fapap s

The following data is based on a scale devised by the manager.
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Table 5.3
Hours Worked (x) 20 30 40 50 60 70
Performance (y) 7.8 10.6 117 10.5 7.9 L

Fit this equation to the sample data and predict the scaled performance for a 45-hour week.

ENTER

20t
20t
7.81
30t
30t
10.61
40t
a0t
11.7%1
50t
50T
10.51
60t
60t
7.9t
70t
70t
5.1%

451
45t

[2nd] [Pgm] 05

[2nd]
[A]
[x*]
(el
[A]
[x*]
e
[A]
[x?]
{ic]
[A]
£3® ]
LG
[A]
[x*]
el
[A]
E5AN
el
[2nd]

[A]
[B]
[C]
[D]
[2nd]
[x*]

PRESS

[E']

[B]

[B]

[B]

[B]

[B]

[B]

[Pgm] 18

A

[2nd] [B']

DISPLAY

O 2 B CINGI G D oh B (R0 C0F B0 RS ST b

—1.382857143%
62271428577
—.0076428571t
.97663378941

45,
11.16251

COMMENTS

Select Trivariate
Data Program
Initialize

X1

X1 %

Yi

X2

ng

Y2

x3

X32

Y3

X4

){42

Ya

Xs

X52

Ys

Xg

Xg

Ye

Select Multiple
Regression Program
dg

a1

a2

R?_

X

2
X =y

tPrinted when PC-100A is used. (Note that the squared value is printed when the data is squared before entry.)

Summary:

The resulting equation is approximately

y = —1.3829 +.6227x — .0076x>.

The coefficient of determination calculated by the program indicates that this is a good fit. The
predicted performance for a 45-hour week is 11.16.
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VI. THEORETICAL DISTRIBUTIONS

As you have seen in Data Evaluation, a statistical experiment leads to the evaluation of a test
statistic. A test statistic is nothing more than a random variable with a known frequency

of occurrence or distribution. Since you know the distribution this statistic you can determine
the range of values that it may take when your null hypothesis is true. This range is called the
acceptance region. If your value falls outside of the acceptance region it is in what is known
as the critical region. The sizes of these regions depend upon the confidence level at which
you wish to make your test.

There is always the possibility of chance variations occuring when you sample a population.
Confidence levels are used to take these chance variations into consideration so as to protect
against rejecting your null hypothesis (H,) when it is actually true. For example, if you are
testing at the 95% confidence level and the test statistic falls inside the critical region, then

you are 95% sure that this result is significant and not simply caused by chance variations

in sampling.

Testing at the 95% confidence level is also known as testing at the 5% level of significance.
That is, you will reject H, when it is true in only 5% of your experiments.

Let’s take a look at the upper-tailed test. The hypotheses tested in this case are
Hot S <= 84 against Hys 1853 S
In the above, S is the test statistic and S, is the critical point or dividing line between the

acceptance and critical regions. If we were testing at the 5% significance level, our frequency
distribution curve might look like Figure 6.1.

‘r f(S)

QlSy) = 0.05
S
&
Sy
) Accept Hg _—_-‘-_. Reject Hg e

Figure 6.1

The shaded area designated Q(S,) is the upper-tail area of the distribution curve. Since we are
testing at the 5% significance level S, has been chosen such that this area equals 0.05. Now,
if our test statistic does not exceed S, we will accept the null hypothesis. The critical region
for this test is (Sg, ).

To determine if your statistic falls within the critical region simply calculate Q(S) using an
appropriate program from this section. In this case, if Q(S) is no less than 0.05 we would
accept H, since this would indicate that S does not exceed S,. This is the same as accepting
H, when P(S) is no greater than 0.95.



THEORETICAL DISTRIBUTIONS

In the case of a lower-tailed test the hypotheses being tested are
Ho: S= S against Hys S 8;.

The lower-tail area of a frequency distribution curve is designated by P(S).

4; f(S)

P(Sy) = 0.05

'VI

So

*+—  Reject Hy —-I-— Accept Hg

Figure 6.2

v

The critical region for this test is (—e, S;). To complete this test simply calculate P(S) for
your statistic and accept H, if this value is 0.05 or greater. Or if you wish, you may deter-
mine Q(S) and accept H, if this value does not exceed 0.95.
The hypotheses of a two-tailed test are

Ho: S =5, against Hi=i S Sq

For this type of test the critical region is divided into two equal parts as shown in Figure 6.3.
Note that when testing at the 5% significance level each tail area is set at 0.025.

& ((s)

Plcy) = 0.025 Qflcy) = 0.025

s
) c2 ull

«— Reject Hy _..*._ Accept Hy z + Reject Hp

Figure 6.3
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THEORETICAL DISTRIBUTIONS

In this case we have two critical points ¢, and c¢,. These points establish what is known

as a confidence interval for S,. Specifically, (c,, ¢, ) is a 95% confidence interval for S,.

If our statistic is such that ¢, < S < ¢, we would accept the null hypotheses. To deter-
mine if S is in this range simply calculate P(S) or Q(S). Then if 0.025 < P(S) < 0.975 or
0.025 < Q(S) < 0.975, accept H,. (Note that when one of these conditions is met the other
is also true.)

SELECTING A CONFIDENCE LEVEL

When you select a confidence level for your experiment it is important that you realize how
the statistical process works. Remember, the amount of information you have in your sample
does not change. Therefore, if you select a high level of confidence, then what you are confi-
dent of is less definite.

Since this last statement may be a little vague, here’s an example. Suppose that a mechanic
looks at your car and tells you he is pretty sure it will cost between $80 and $100 to fix it.
However, if you tell him that he has to be 99.9% sure of his estimate, he will probably esti-
mate a wider range, say $50 to $200. If your experiment requires more confidence over a
smaller range you may need to take a larger sample.

As we have pointed out before, testing at the 95% confidence level (5% level of significance)
means that the probability of rejecting H, when it is true is 0.05. But what about the proba-
bility of accepting H, when it is false? Calculating this probability is beyond the scope of this
material. However, it should be evident that as you decrease the probability of rejecting a true
H,, you increase the probability of accepting a false H,. The following guidelines should help
you to determine what level you should test at.

e |f you strongly believe that H, is true, or if rejecting a true H, would be costly or
serious, select of small probability of rejecting a true H, by testing at a low level of
significance. (Say 1% or even less.)

e |f you strongly believe that H, is false, or if accepting a false H, would be costly or
serious, select a low probability of accepting a false H, by testing at a high level of
significance. (Say 10%, or even as high 25%.)

e |f you have no convictions either way, test at a moderate level of significance.
(Say 5%.)
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THEORETICAL DISTRIBUTIONS

NORMAL DISTRIBUTION PROGRAM

The normal distribution is the most often used probability model in modern statistics. As a
general rule, you may use this model whenever the distribution of the population you are
sampling from takes on one of the shapes illustrated below. However, for the best results
make sure that your parent population has at least 100 elements and that your sample size is
greater than thirty. The probability density function of a random variable having normal
distribution is given by

f(x) = (1/0v/27) expl—(x - u)*/20?].

flx)

fx)

Figure 6.4a Figure 6.4b

Figure 6.4a illustrates three normal curves with the same standard deviation and different
means. Figure 6.4b shows three normal curves with the same mean and different standard
deviations. (The normal distribution actually has an infinite range. That is, the density curve
never reaches the x-axis even though it may appear to do so in the diagrams.)

For the sake of convenience, a normal curve is said to be in standard form when it has a mean
of zero and a standard deviation of one. Now, since any linear transformation of a normal
variable yields a new normal variable, any normal variable x may be transformed to standard
form or normalized using the equation

z= (x—ullo.

Here u is the population mean and o is its standard deviation. The probability density function
of the standard normal variable then becomes

Az) = (1/\/27) exp(—z2/2).
Now consider the case where you would like to use the normal model when your population
isn't normally distributed. If you are working with a large sample, and if you know the mean

and standard deviation of your parent population, you may use the central limit theorem to
make inferences about the mean of your sample, X. Specifically, if n is your sample size, then

f(X) = ¢lvn X — u)/a].
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Once you have normalized your random variable you may use this program to evaluate the
probabilities listed below.

Pr(Z < z) = P(z).
Pr(iz > z) = Q(z).
Pr(Z < |z]) = Alz).

Calculations are performed using a series expansion to approximate
Q(z) = f,"¢(u)du.

This approximation is accurate to +7.5 X 10°® for z < 4.7. The remaining probabilities are
calculated from Q(z).

P(z) = 1—Q(z). Alz) = 1—=2Q(z). P(-z) = Q(z).

&fﬁ Solid State Software TI ©1977

e R
vrw | vaw [ eAm [

STEP PROCEDURE ENTER PRESS DISPLAY
Select Program [2nd] [Pgm] 19 No Change
2 Calculate standard normal z [A] &(z)
density of z
Calculate Pr(Z < z) z [B] P(z)
Calculate Pr(Z > z) z el Q(z)
Calculate Pr(Z < |z|) z [D] Alz)

Register Contents

Roo Ros Rio Ris Rao R.s Used
Roi Ros Ri Rie R2: R:¢ Used
Ro2 Ros Ri. Ris R2a R,
Ros Ros Ris Ris Ras R.s
Ros Roe Ria Rio R.s Rao
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Examples:

1. Find the area under the standard normal curve between z =0 and z = 1.2.

2. If the life of a flashlight battery is normally distributed with mean u = 120 hours
and standard deviation ¢ = 10 hours, find the probability that the battery will
last for more than 100 hours.

3. Prove that the null hypothesis in the Rank Sum Tests example should be accepted
(z, = —1.05).

4. A steel company produces steel beams with a mean weight of 1245 pounds and a
standard deviation of 10 pounds. Find the probability that a shipment of 20 beams
will exceed a 25,000 pound weight limit. (X = 25,000/20 = 1250.)

ENTER PRESS DISPLAY COMMENTS
[2nd] [Pgm] 19 Select Normal
Distribution Program
152 [B] .8849302684 P(z)
[—] .8849302684
0 [B] .5000000005 P(z)
[=1 .3849302679 Area
100 [-1] 100. X
120 =)l =) =100 X- U
10 [=1] =29 (x-ul/o=z
[C] 0.977249938 Q(z)
1.05 (+/-1[B] .1468590807 P(zy)
1250 [-—1 1250, 3
1245 [=10=]1L(] 5. X-u
10 iz 10. g
20 Wx1 [)]1[=] 2.236067977 (x - w/(a/\/n)
Ll 0126736174 Qfz)
Summary:
1. This area is found by simply performing the following calculations:
Pr(Z < 1.2) — Pr(Z<0) =P(1.2) — P(0O) = Area.
2. In this example x is first converted to a standard normal variable using the expression

z = (x—pl/o.

Once this conversion is made, the probability of the battery lasting more than 100
hours is found as Pr(Z > z) = Q(z).
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Since H, assumes that the distribution of the heights of the sons has shifted to the
right when compared with that of the fathers we may restate our hypotheses as

Hot uyx = uy against s s v e
In this case a lower-tailed test is needed to complete the evaluation. That is, we
should accept H, only if Q(z,) < 0.95 when testing at the 95% confidence level.

Since Q(—1.05) < 0.95, accept H,.

The central limit theorem is used to calculate Pr(X > 1250). As you can see, this
implies that the probability of exceeding the weight limit is extremely low.
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BINOMIAL DISTRIBUTION PROGRAM

The binomial distribution may be used when your sample is obtained using either of the
following techniques.

e Sampling from an infinite population.
e Sampling from a finite population with replacement.

Bascially, you may be dealing with binomial variables when these conditions are satisfied.

e The experiment consists of a fixed number of statistically independent trials.
e FEach trial results in either success or failure.
e Each trial has identical probabilities of success p, and failure 1 — p.

The probability function of a binomial distribution is given by

o

s (k)pkﬂ—p}”'k, kK =10,1,2 . W
f(k; n, p) = 9

' 0 elsewhere

'

where n is the number of trials and k is the number of successes in the experiment.

flk;n, 0.1)
'
0.4 }—
f n=10
0.3 |—
n=20
0.2 n = 40
65
[
R e
2 4 6 8 10 12
Figure 6.5

As you can see, the normal curve is a good approximation for the binomial distribution
when n is large. This relationship becomes more apparent as p approaches 0.5.
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The cumulative distribution function of a random variable with binomial distribution is
simply

i p)
0

I =

F(k; n, p) =
j

You can use this program to calculate the following probabilities for n trials of an experiment.
Calculations are based on the above summation.

Probability of exactly k successes = f(k; n, p) = f(k).
Probability of k or fewer successes = F(k; n, p) = P(k).

Probability of more than k success = 1 - F(k: n, p) = Q(k).

You may also use this program to determine the mean and standard deviation of a binomially

i =np and o =/np(1 — p).

i'%) Solid State Software TI ©1977

BINOMIAL DISTRIBUTION ST-20

distributed population where

BRI A R R e
SENE SRR RTINS

STEP PROCEDURE ENTER PRESS DISPLAY
1 Select Program [2nd] [Pgm] 20 No Change
2 Enter number of trials n [A] n
Enter probability of success on p [B] p
each trial
Calculate mean [2nd] [A'] 7]
Calculate standard deviation [2nd] [B'] g
Calculate probability of k k [C] f(k)
successes
7 Calculate probability of k k [D] P(k)

or fewer successes
8 Calculate probability of more k [E] O(k)
than k successes
NOTES: 1. Steps 4-8 may be performed at any time and in any order following Steps 1-3.

2. If an output flashes in the display the calculator probably overflowed in calculation.
Disregard results. (This only occurs for large n and small k.)

Register Contents

Roo Ros Rio Ris R0 R.s Used
Ro; Ros R Ris Rar N Ras flk)
Ro2 Ro; Ri2 Ris Ri p Rz,
Ros Ros Ris Ris Ras 1—p Ras
Roa Ros Ria Rio R.s P(k) Rao
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Example:
Suppose that you tossed a coin 50 times and obtained 28 heads. Test the hypotheses
Hy: the coin is balanced (p = 0.5)

against
H,: the coin is unbalanced (p # 0.5)

at the 95% confidence level.

ENTER PRESS DISPLAY COMMENTS
[2nd] [Pgm] 20 Select Binomial
Distribution Program
50 [A] 50. n
<5 [B] 0.5 p
[2nd] [A'] 25. u
[2nd] [B'] 3.535533906 o
28 i 6 .0788256707 fk)
28 [D1* .8388818398 P(k)
28 [E]* .1611181602 Q(k)

*Requires approximately 25 seconds.

Summary:

A two-tailed test is required for this exercise. You should accept H, if 0.025 < P(k) < 0.975.
Since the value found above falls in this range, you may say that the coin is balanced. The
other outputs are informative, but they are not needed in this example. Therefore, you could
complete this exercise by simply entering n and p and evaluating P(k).

ANALYZING WITH SMALL SAMPLES

As mentioned earlier, the normal distribution is the most commonly used probability model
for large samples. But what if you could only collect a sample of 5 or 10 elements? Or what
if you didn’t know the mean or standard deviation of your parent population? Well, you
would probably use one of the families of distributions discussed on the following pages.
Statistics for small sample sizes often assume one of these distributions. Each of these distri-
butions is related to the standard normal probability model. These relationships are based on
the number of degrees of freedom of the sample distribution.

The term degrees of freedom is first introduced in Seciton |V where applications of these
special distributions are discussed. But no explanation is given there. Basically, you may think
of the number of degrees of freedom as the number of free or functionally independent
variables in a sample. To clarify this, consider the case of a sample of size one. What if you
wanted to estimate the population variance from your sample? It can’t be done! You need at
least two variables to estimate the variance of a population. Even then the variance can be
based on only one item. Thus, one of the variables must be considered as functionally depen-
dent on the other, and we say that the sample distribution has 2 — 1= 1 degree of freedom.
In general, the number of degrees of freedom is v = n - k where k is the number of constraints
present in the calculation of a given parameter.

Just how the number of degrees of freedom affects the shape of a distribution curve is
illustrated on the following pages.
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CHI-SQUARE DISTRIBUTION PROGRAM

Essentially, the chi-square distribution is the distribution of the variance of a normally distri-
buted random variable. That is, if X,, X,, ..., X, are independent standard normal random
variables, then X,? + X,* +. ..+ X, = X? has a chi-square distributition with n degrees of
freedom. This statistic is most often used to establish confidence intervals for the standard
deviation of a population since its distribution depends only on a.

The shape of a chi-square curve is controlled by its number of degrees of freedom, v. As you
can see in Figure 6.6 the mean of the chi-square distribution is v. Also, the variance of each
curve is equal to 2v. Clearly, the range of a chi-square variable is from zero to infinity as its
distribution is defined as the sum of squared values.

(%)
r
0.3 p—
v=2
0.2 p—
v==6
&1 e
vr=10
0 | P ?
5 10 15 20
Figure 6.6

For values of v greater than 30, use is recommended of the fact that, for large v, the sampling
distribution of

is approximately the standard unit normal distribution. If this normal approximation is not used
for » >30, the inequality

2

v
& and (EX—) < 9.9999999 X 10%

must be satisfied or erroneous results will be obtained with this program.

The probability density function of a chi-square variable computed directly by this program,
is evaluated as

f2) = [(x2)»=2Y2 exp (—Xx2/2)]1/2*"2 T (v/2).
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A series expansion is used to approximate the cumulative distribution function
Px?) = Jorxﬁ f(u)du = Pr(X < x?).

You may calculate the following probability manually.
Q(x?)=1—P(x?) =Pr(X > Xx?).

An additional output of this program computed when the number of degrees of freedom is
entered is the gamma function of »/2 where

Iv/2) = (/2 — 1)}

é&:‘ Solid State Software TI ©1977

AN REEmEET o W
e 5 1 SRR

STEP PROCEDURE ENTER PRESS DISPLAY
1 Select Program [2nd] [Pgm] 21 No Change
Enter degrees of freedom' v [A] ['(v/2)
3 Enter X* -Statistic and calculate Xk [B] (%)
density function®
4 Enter X*-Statistic and calculate & [C] P(X?)

cumulative distribution function?

NOTES: 1. Execution time increases with v.
2. Perform Step 2 first.

Register Contents

Roo Ros Rio Ris v Rz Used Ba:
ROI Rae R]i R1f. x2 Rgl Used Rlé
Ro2 Ros Ria Ri; I'l{v +2)/2] R,, Used R,
Ros Ros Ris Ris I'l{v +1)/2] R,; Used Ras
Ros Roo Ris Rio I'(v/2) R4 R.o
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Example:

If s* is the sample variance of a sample of size n selected from a normal population, then the
distribution of s*can be obtained from

s* = x*(o*/n).

where X is the X?*-statistic with n-1 degrees of freedom and ¢? is the population variance.
This is equivalent to

X2 = (n s?/a?).

Now suppose that 20 scales of a certain make are tested for accuracy and yield a sample
variance of 3 ounces. Use the above to verify that this sample variance does not contradict
the assumption that the population variance is no more than 2.5 ounces at the 95% confidence
level.

ENTER PRESS DISPLAY COMMENTS
[2nd] [Pgm] 21 Select Chi-Square
Distribution Program
19 [A] 119292.462 v—=T (v/2)
20 [x] 20. n
3 B 60. ns?

25 [=] 24, ns?/o? = X2

[CA 8038476428 P(X?)
Summary:

The actual hypotheses tested in this example are
Hy: 0 =25 against Hi: o =285,
However, to make this evaluation you must test
Holi X2 = ns? 16® against H ' X2 = ns? [o?
where X?* is the X*-statistic with n-1 degrees of freedom.
Due to the nature of the hypotheses, an upper-tailed test is required to complete this evaluation.

That is, you may accept H, only if P(x?) < 0.95 when testing at the 95% confidence level. Since
P(24) with 19 degrees of freedom is within this range, accept H, .
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STUDENT'S t DISTRIBUTION PROGRAM

When small samples are involved, t curves are often used as probability models when it can be
assumed that the parent population is approximately normally distributed. The t-statistic with
n degrees of freedom is defined as

t= Xo/WX? + X2 +...+ X.2)/n =X /(W/X?/n)

where X,, X,, . . ., X, are nt1 independent standard normal variables.

A t curve with v > 1 degrees of freedom is similar to a standard normal curve in that its mean
is always zero*. However, its standard deviation is given as o = \/v/(v—2).* It should be clear

that o converges to one for large values of v. Therefore, for v greater than 30, the t curve be-

comes the standard normal curve.

4.1[0
04— Normal (v = =)
—_——— = 24
0.3 p= 9

0.2

0.1

Figure 6.7

The probability density function of the t distribution is evaluated as

Pl + 1)/2]1 (1 + 22/p)" 0+ 12
Vv T (v/2)

f(t) =
The program then uses a series expansion to approximate the cumulative distribution function
P(t) = f* flu)du = Pr(T < t).

Using this result, you may calculate the following probabilities manually.

Q(t) = 1—="P(t) = Pr(T > t).
A(t) = 2P(t) =1 = Pr(T < [t]).

* A random variable with t distribution has no mean for v = 1 and no standard deviation for v < 2.
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THEORETICAL DISTRIBUTIONS

This program also computes the gamma function of »/2 when the number of degrees of free-

dom is entered as in the last program.

% Solid State Software  TI©1977

CHI-SQUARE & STUDENT'S-t DISTRIBUTIONS ST-21

T3 Tem | e [ | i | e

STEP PROCEDURE ENTER PRESS
Select Program [2nd] [Pgm] 21
2 Enter degrees of freedom’ v [A]
Enter t-Statistic and calculate t [D]

density fu nction?
4 Enter t-Statistic and calculate t [LE]
cumulative distribution
function’
NOTES: 1. Execution time increases with v.
2. Perform Step 2 first.

3. Program operation leaves the calculator in radian mode.

Register Contents

Roo Ros Rio Ris » Rao Used
Ro: Ros R, Rig t R2; Used
Ro2 Ros Riz Ry Blie+2)/2) R., Used
Ros Ros Ris Ris I'l{v +1)/2] R.s Used
Roa Ros RH Ris ['(WQ} R:4
Examples:

R'!:‘,

R
Rz
R'.’.S

Ris

DISPLAY

No Change
I(p/2)
f(t)

P(t)

1. Find the area under the t curve with 30 degrees of freedom between t = 0 and
t = 1.2. Compare this area with the corresponding area for the standard normal curve.

2. Show that the null hypothesis in the first t-Statistic Evaluation example should be

rejected (t = 2.5, » = 9).

3. Verify that the null hypothesis in the second t-Statistic Evaluation example should

be accepted (t = —0.31, » = 16).
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THEORETICAL DISTRIBUTIONS

ENTER PRESS

30
1.2

16
31

Summary:

[2nd] [Pgm] 21

[A]
[E]
=]
[E:]
(=]

[A]
[E]

[A]
[+/-]1 [E]

DISPLAY

8.7178291 10
.8802348246
.8802348246

0.5
.3802348246

11.6317284
.9830690862

5040.
3802810836

COMMENTS

Select Student’s t
Distribution Program
v—=D(v/2)

P(t)

P(t)
Area

= 1"(p/2)
P(t)

v—=1p/2)
P(t)

This area is found using the same procedure described in the Normal Distribution
example. Note that the sizes of these areas are the same, demonstrating the fact that

the t curve becomes the standard normal curve for » = 30.

The hypotheses of this example require a two-tailed test. We should therefore
accept H, if 0.025 < P(t) < 0.975 when testing at the 95% confidence level.
Since P(2.5) for 9 degrees of freedom is not in this range, reject Hy.

Again, a two-tailed test is required to complete this example, However, since
P(—0.31) for 16 degrees of freedom is such that 0.05 < P(t) < 0.95, you should
accept H, at the 90% confidence level.
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THEORETICAL DISTRIBUTIONS

F DISTRIBUTION PROGRAM

The F-Statistic is actually the ratio of two variances. Accordingly, you may use this ratio to
compare the variances of normal populations. It may also be used to make inferences about
the effect of one random variable on another by studying the population variance as is done
in Analysis of VVariance in Section V.

By definition, if X and Y are independent random variables having chi-square distribution with
vy and v, degrees of freedom respectively, then the F-statistic is

XIXV|
Foiva =75,

with », degrees of freedom in the numerator and », degrees of freedom in the denominator.

Again, the shape of an F curve is defined by its number of degrees of freedom. The mean and
variance are given by

i 2 2227 vy +9,—2)
u=vyllv,— 2) and S vy (v,—2)(v, —4)

A random variable with F distribution has no mean for v, =< 2 and no variance for v, < 4.

A (IF)

(10, 50}

|— (4, 50)

Figure 6.8

The probability density function of a F variable is given by

Ly, + v, )/2] v, (y/2) u}nga’?J FW®i/2) -1
I"(VI/I?} F(U'_& ;2} {I’| F T Va }“)1 & V‘Z}}(z

IHE) =
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THEORETICAL DISTRIBUTIONS

Once you have entered the degrees of freedom for your variable into the program, the tail
area of the appropriate F curve is evaluated as

Q(F) = J'wa{u}du = Pr(F > F).

A series expansion is used to approximate this integral. You may use this information to calcu-
late the following probability.

P(F) = 1 — Q(F) = Pr(F < F).

Note that a reasonable limit for », and v, is 120.

é@ Solid State Software TI ©1977
F DISTRIBUTION ST-22

STEP PROCEDURE ENTER PRESS DISPLAY

1 Select Program [2nd] [Pgm] 22 No Change

2 Enter degrees of freedom in vy [A] vy
numerator

3 Enter degrees of freedom in Vs [B] vy
denominator

4 Calculate Pr(F > F)' X (c] Q(F)

NOTE: 1. Execution time increases as ¥; and v, increase and F decreases.

Register Contents

Roo Ros Rio Ris v, R, Used R,s Used
Roi Roe Rii Rie va R,, Used R,. Used
Ro2 Ro; R,z R,, Used R,, Used R,; Used
Huj RU& R|3 R]h- Used Rz‘l Used Rgg
Roa Ros Ria R,s Used R;s Used Rio
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Examples:

THEORETICAL DISTRIBUTIONS

Find Q(F) for F, ,, = 2.5. Then find P(F) for F,,, = 1/2.56 = 0.4. What do you

notice about these results?

2.  Prove that the null hypothesis in the One-Way AQV example should be rejected
“:2_:4 = 2.63).
3. Verify the results of the Two-Way AOV example (Fc(s 16) = 2.18, Fr(2,16) = 8.13).
ENTER DISPLAY COMMENTS
[2nd] [Pgm] 22 Select F Distribution
Program
7 [A] ¥ V1
20 [B] 20. v,
2.5 2 | .0510167666 Q(F)
20 [A] 20. vy
7 [B] T Vs
1 [—1
4 (e .9489832334 Q(F)
[=1] 0510167666 P(F)
2 [A] 2, Vy
24 [B] 24, Vs
2.63 [C] .0927348639 Q(F)
8 [ A] 8 Yy
16 [B] 16. Vs
2.18 I¢c] .0878610597 Q(Fe)
2 [A] 2, Yy
16 [B] 16. vy
8.13 e .0036613813 Q(FR)
Summary:

1.  This example illustrates what is known as the reciprocal property of the F distribution.
That is,

Pr“:v,, Va = F) - Pr“:p]' Vs = 1”:}

2.  We need to use an upper-tailed test for this example. To test at the 90% confidence
level H, should be accepted if P(F) < 0.90. This is the same as accepting H, when
Q(F) > 0.10. Since Q(2.63) < 0.10 for 2 and 24 degrees of freedom, reject H,.

3.  Since these tests are performed at the 95% confidence level (5% level of significance)
you should conclude that there are no row or column effects only when Q(F) > 0.05.
Since Q(F¢) > 0.05 for 8 and 16 degrees of freedom there is no indication of column
effects. However, since Q(Fg ) < 0.05 for 2 and 16 degrees of freedom, there is a
strong indication of row effects.
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ONE-YEAR LIMITED WARRANTY FOR
CALCULATOR AND/OR LIBRARY MODULE

THIS TEXAS INSTRUMENTS ELECTRONIC CALCULATOR WARRANTY EXTENDS TO

THE ORIGINAL CONSUMER PURCHASER OF THE CALCULATOR OR MODULE.
WARRANTY DURATION: This calculator and/or module is warranted to the original
consumer purchaser for a period of one year from the original purchase date.

WARRANTY COVERAGE: This calculator and/or module is warranted against defective
materials or workmanship. THIS WARRANTY IS VOID IF THE CALCULATOR OR MODULE
HAS BEEN DAMAGED BY ACCIDENT, UNREASONABLE USE, NEGLECT, IMPROPER
SERVICE OR OTHER CAUSES NOT ARISING OUT OF DEFECTS IN MATERIAL OR
WORKMANSHIP.

WARRANTY DISCLAIMERS: ANY IMPLIED WARRANTIES ARISING OUT OF THIS SALE,
INCLUDING BUT NOT LIMITED TO THE IMPLIED WARRANTIES OF MERCHANTABILITY
AND FITNESS FOR A PARTICULAR PURPOSE, ARE LIMITED IN DURATION TO THE
ABOVE ONE YEAR PERIOD. TEXAS INSTRUMENTS SHALL NOT BE LIABLE FOR LOSS

OF USE OF THE CALCULATOR OR OTHER INCIDENTAL OR CONSEQUENTIAL COSTS,
EXPENSES, OR DAMAGES INCURRED BY THE CONSUMER OR ANY OTHER USER.

Some states do not allow the exclusion or limitation of implied warranties or consequen-

tial damages, so the above limitations or exclusions may not apply to you.

LEGAL REMEDIES: This warranty gives you specific legal rights, and you may also have
other rights that vary from state to state.

WARRANTY PERFORMANCE: During the above one year warranty period, your Tl calculator or
module will either be repaired or replaced with a reconditioned comparable model (at TI's option)
when the calculator or module is returned postage prepaid to a Texas Instruments Service Facility
listed below.

In the event of replacement with a reconditioned model, the replacement calculator will continue the
warranty of the original unit or six months, whichever is longer. Other than the postage requirement,
no charge will be made for such repair or replacement of in-warranty calculators or modules unless
one of the alternative remedies is chosen.

Tl strongly recommends that you insure the product for value, prior to mailing.
TEXAS INSTRUMENTS CONSUMER SERVICE FACILITIES

Texas Instruments Service Facility Texas Instruments Service Facility
P.O. Box 2500 41 Shelley Road
Lubbock, Texas 79408 Richmond Hill, Ontario, Canada

Consumers in California and Oregon may contact the following Texas
Instruments offices for additional assistance or information.

Texas Instruments Consumer Service Texas Instruments Consumer Service
831 South Douglas Street 10700 Southwest Beaverton Highway

El Segundo, California 90245 Park Plaza West, Suite 565

(213) 973-1803 Beaverton, Oregon 97005 (503) 643-6758

IMPORTANT NOTICE REGARDING PROGRAMS AND BOOK MATERIALS

TEXAS INSTRUMENTS MAKES NO WARRANTY, EITHER EXPRESSED OR IMPLIED,
INCLUDING BUT NOT LIMITED TO ANY IMPLIED WARRANTIES OF MERCHANTABILITY
AND FITNESS FOR PARTICULAR PURPOSE, REGARDING THESE PROGRAMS OR BOOK
MATERIALS OR ANY PROGRAMS DERIVED THEREFROM AND MAKES SUCH MATE-
RIALS AVAILABLE SOLELY ON AN ““AS IS BASIS.

IN NO EVENT SHALL TEXAS INSTRUMENTS BE LIABLE TO ANYONE FOR SPECIAL,
COLLATERAL, INCIDENTAL, OR CONSEQUENTIAL DAMAGES IN CONNECTION WITH
OR ARISING OUT OF THE PURCHASE OR USE OF THESE BOOK MATERIALS OR
PROGRAMS AND THE SOLE AND EXCLUSIVE LIABILITY OF TEXAS INSTRUMENTS,
REGARDLESS OF THE FORM OF ACTION, SHALL NOT EXCEED $25.00. MOREOVER,
TEXAS INSTRUMENTS SHALL NOT BE LIABLE FOR ANY CLAIM OF ANY KIND WHAT-
SOEVER AGAINST THE USER OF THESE PROGRAMS OR BOOK MATERIALS BY ANY
OTHER PARTY.
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